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ABSTRACT
Recommender or recommendation systems are software tools that make useful suggestions to users, by taking into account their profile, preferences and/or actions during interaction with an application or website. They are usually personalized and can refer to items to buy, people to connect to or books/articles to read. Recommender Systems (RS) aim at helping users with their interaction by bringing to surface the information that is relevant to them, their needs, or their tasks. This chapter’s objective is to present a review of the different types of RS, the techniques and methods used for building such systems, the algorithms used to generate the recommendations and how these systems can be evaluated. Finally, a number of topics are discussed as envisioned future research directions.

INTRODUCTION
Recommender or Recommendation Systems (RS) are software tools in applications or websites that suggest information (e.g. items, people, news articles) that might be of interest to the end user, taking into account various types of knowledge and data, such as the user’s preferences, actions, tasks and contextual information. In most cases these systems use computational methods to analyze users’ past actions and decisions, along with other user-related or task-related information, to offer useful, usually personalized recommendations. The motivation behind this is to alleviate the information overload problem, by bringing to surface what is most relevant, interesting to the user. Examples can be seen in many well-known e-commerce websites such as Amazon.com, which promotes products that were last examined or purchased by a user, or products that have been rated or reviewed by other users. In addition to that, there are cases where the recommendations are the result of a combination of factors that are difficult to accurately determine. In such cases, a variety of alternative methods are employed to generate recommendations.

RS belong to the information filtering systems family and therefore seek to predict the rating or the preference that a user would give to an item. Thus the common methodology that RS follow is to find the correlation between three types of models, user, rating and item, in order to produce recommendations. All recommendation algorithms and their variations follow this model for the computation of recommendations. The present chapter includes a review of the different types of RS, their typical architecture and the algorithms used for generating recommendations. Finally the challenging topic of
evaluation of RS is discussed, outlining the possible approaches to assess the accuracy, usefulness and user satisfaction from recommendations.

BACKGROUND
The Internet is a source of information where we can find almost everything. Nevertheless, this information is not structured and well organized and following the web’s expansion information filtering has become more complex. This complexity is due to more information-related factors being introduced, e.g., social, psychological, and behavioral and other factors related to the users who receive or created the information. RS are mechanisms that are used for filtering and removing the irrelevant information based on how each user perceives the information. In other words, RS take into account the preferences of a particular user, compare it to what other users with similar preferences liked or disliked and try to predict the information that would satisfy the user the most. Based on this logic several recommendation algorithms have been implemented and used in commercial, as well as research recommendation tools.

RECOMMENDATION FILTERING TECHNIQUES/ ALGORITHMS
In general RS refer to the production of recommendations to be presented to a user, where these recommendations are useful to the user for the accomplishment of a task. This task might be related to navigation to web pages that interest the user, finding items to buy, explore learning resources or find people to socialize with or collaborate with. The types of recommendations are usually domain and task dependent and consequently context dependent. Specifically, recommendations systems can be identified as content-based, collaborative, or hybrid, depending on the basis of the filtering technique they use. In this section we describe the high level RS architecture and describe the several recommendation techniques that can be used for the development of a RS.

Functional Architecture of Recommender Systems
A recommender system consists of cyclic functioning procedures that are divided in the following four steps: Data collection, data filtering, Rank the recommended items and Presentation of data. By the execution of the above-mentioned procedural steps a recommender system aims at two tasks. Firstly, the production of recommendations and secondly to use the users feedback after the delivery of the recommendations to them, so the process can be repeated and produce new recommendations as it is depicted in Figure 1.

![Figure 1. Functional RS Architecture](image)

Collection of data - The collection of data is directly correlated to the data model that is used within a software application. The data is usually defined based on the overall design of a software application and based on the contextual information that a software application collects and processed into further computations. The data model usually depends on the domain that a recommender system is built for and
the methods of storage and representation of the data (e.g. relational databases or semantic web representation methods).

**Recommendation filtering techniques** - As mentioned above the recommendation filtering techniques depend on the type of data that a RS is processing and the type of recommendations it plans to produce. The recommendation filtering techniques are divided in three categories according to the type of data they use for the computation of recommendations as well as the computational algorithm methods they use. The three categories are the Content-based Filtering (CBF), the Collaborative Filtering (CF) and the Hybrid Filtering (HF) techniques.

**Ranking Algorithms and Representation of recommendations** - The collection of data and its parsing through the recommendation filtering techniques generate a set of recommendations that fulfill the rules that a recommender system has to take into account during the computations. The next and final step that a RS has to complete is to present the generated set of recommendations to the final recipients, the users. Recommendations must be presented to the users ranked. The ranking of the recommendations is based on the preferences of each user and their personal interests. A recommendation is considered successful when the highest in priority recommendation offered to a user is closer to her interests and when this recommendation is actually accepted by the user.

**Recommendation filtering techniques**

**TF-IDF** - One of the most known and most used CBF techniques is the TF-IDF (Term Frequency – Inverse Document Frequency) measure (Salton, 1989). TF-IDF measure is defined as follows: For total number of documents \( N \) that can be recommended to user’s keyword \( k_i \) appears in \( n_i \) of them. If \( f_{i,j} \) is the number of times that \( k_j \) appears in document \( d_j \) then \( TF_{i,j} \) is the term frequency of keyword \( k_i \) in document \( d_j \) and it is defined as

\[
TF_{i,j} = \frac{f_{i,j}}{\max_z f_{z,j}}
\]

Keywords may appear in many documents, so with TF, keywords are not useful in distinguishing the relevance between documents. For that reason the inverse document frequency (IDF) is used in combination with the simple term frequency (TF). The IDF \( i \) is defined as

\[
IDF_i = \log \left( \frac{N}{n_i} \right)
\]

Finally the TD-IDF weight for each keyword \( k_j \) in each particular document \( d_j \) is defined as

\[
w_{i,j} = TF_{i,j} \times IDF_i
\]

and the content for each document \( d_j \) is defined as

\[
Content(d_j) = (w_{1,j}, \ldots, w_{k_j})
\]

**Naïve Bayes** - Naïve Bayes algorithm is a machine learning probabilistic algorithm and belongs to the general class of Bayesian Classifiers. Bayesian Classifiers construct their models based on previous observations used as training data. The Bayesian method estimates the a posteriori probability of document \( d \) belonging in class \( c \), which is the probability \( P(c|d) \). Priori probability \( P(c) \) is the probability of observing a document in class \( c \), probability \( P(d|c) \) is the probability of observing the document \( d \) given the class \( c \) and probability \( P(d) \) is the probability of observing the instance \( d \). The Bayesian theorem is expressed as:

\[
P(c|d) = \frac{P(c)P(d|c)}{P(d)}
\]
and a document is classified using the class with the highest probability

\[ c = \arg \max_{c_i} \frac{P(c_i)P(d|c_i)}{P(d)} \]

**Rocchio’s algorithm** - Rocchio’s Algorithm applies the relevance feedback technique, a technique that helps users incrementally refine queries based on previous search results. Rocchio’s algorithm represents documents as vectors, so that documents with similar content have similar vectors. Each component of such a vector corresponds to a term in the document, typically a word. The weight of each component is computed using the TF-IDF term weighting scheme. Learning is achieved by combining document vectors (of positive and negative examples) into a prototype vector for each class in the set of classes C. To classify a new document d, the similarity between the prototype vectors and the corresponding document vector representing d are calculated for each class (for example by using the cosine similarity measure), then d is assigned to the class whose document vector has the highest similarity value.

**Decision Trees** - A decision tree is a collection of nodes arranged as a binary tree. The arcs of the tree represent decisions and the nodes contain the classified objects. The decision arcs can take values such as true or false. For each decision value the tree expands containing new children nodes containing new decisions until a leaf is reached. For the case of a true–false decision tree, if the decision referring to the root node is true then follow the path to the right child whereas if it is false follow the path to the left child. This is repeated for each child node until a leaf is reached, where a leaf is the last child node of the path and it contains the classification value of the item.

**TYPES OF RECOMMENDER SYSTEMS**

The recommendation filtering techniques and the method that each recommender system employs in the several domains of application, can divide RS into types. In the following section the several types of RS are presented, along with examples of applications in which they are used.

**Content-Based Recommendation Systems**

The usual methodology used for implementing CBF recommendations is the combination of CBF techniques and CF techniques. Pazzani (1996) separates the CBF recommendations into a two-phase methodology; first is the recommendation of items to a user based on the description analysis of the item in relation to the interests of a particular user and second, the implementation of strategies for the representation of items, the creation of user profiles that contain description of the types of items that the user likes or dislikes and finally strategies for the comparison of user profile to reference characteristics.

**Collaborative Recommendation Systems**

Terveen (2005) defines CF as the exploration of techniques for matching people with similar interests. This approach premises the participation of many people, of an easy way to represent their interests and finally the adoption of algorithms that are able to match people with similar interests (Adomavicious, 2005). CF systems are usually applied in software systems addressing communities of users, who express preferences for items and they are produced based on the users’ preferences similarities.

CF algorithms are classified in two categories based on the recommendation technique in which each algorithm is applied: Memory-based and Model-based recommendation algorithms. Memory-based algorithms process the entire set of data of a space S for the production of recommendations, while on the contrary, Model-based algorithms use a subset of an entire set of data. The majority of Memory-based algorithms, are related to CF in combination with CBF techniques and Model-based algorithms are commonly used in Rule-based or Hybrid filtering RS (Balabanovic, 1997; Basu, 1998; Schafer, 2007).
Knowledge-based Recommendation Systems

Knowledge-Based RS (KBRS) offer recommendations that already exist in databases or knowledge bases that are therefore not dynamically influenced by ratings or recent preferences. KBRS are divided into two subcategories:

- **Case-Based Systems** - CBR are based on case-based reasoning, which relies on the similarity between a current case and the solutions that already exist in a database. The interaction with a CBR System consists of four steps cycle: Retrieve, Reuse, Revise and Retention (Mantaras, 2005).

- **Constrained-Based Systems** - Based on a given set of preferences, Constraint Based Systems provide a set of possible solutions including explanations as to why these solutions were selected. A Constrained Satisfaction Problem is defined in (Jannach, 2012) Constraints set can be of three types: Compatibility Constraints, Filter conditions and Product constraints (Jannach, 2012).

Trust-based Recommendation Systems

Trust-based recommendations (TR) are an enhancement of the classical recommendation techniques that aimed to improve the accuracy of the recommendation results taken from the well-known CF techniques. The logic behind TR is the use of graphs representing the relation between users and items based on their connection on particular attributes. TRs are commonly used in social networks where a huge number of users are connected within the network and usually the users are connected because of a reason or an attribute. The enhancement of trust-based techniques in relation to the traditional collaborative techniques considers the replacement of the similarity measure used in the formulas, with the trust factor between pairs of users. Trust – Based weighted mean:

\[
r(u, i) = \frac{\sum_{v \in R^T} t_{u,v} r_{v,i}}{\sum_{v \in R^T} t_{u,v}}
\]

The Trust – Based weighted mean present the trust between users’ u and v as a weight value in place of the similarity measure between users’ u and v. Trust – based CF:

\[
r(u, i) = mean(r_u) + \frac{\sum_{v \in R^T} t_{u,v} (r_{v,i} - mean(r_u))}{\sum_{v \in R^T} t_{u,v}}
\]

This formula is a refinement of the Resnick’s formula where the Pearson’s Correlation Coefficient is replaced be the trust factor t as a ratings weight factor. Trust filtered mean:

\[
r(u, i) = \frac{1}{|R^T|} \sum_{v} r_{v,i}
\]

In the existing literature more techniques and trust based enhancement can be found such as “Ensemble Trust” (Victor, 2011) and Trust-filtered CF (Smyth, 2005).

Context-Aware Recommendation Systems

Context Awareness in RS involves the use of data that characterizes an entity in order to use them as contextual information for the computation of recommendations, wherever this is needed. Through the general overview in RS it became noticeable that the major effort in building RS is focused on the well-modeled information that the RS use for their computations. Using the latter as a principle for the development of RS, Context Awareness is used as a mean for the collection of the valuable information that characterizes entities within a system. Adomavicius (2005) correlates the context with topics that are related with RS, such as Data Mining, e-Commerce Personalization, Ubiquitous and mobile Context Aware RS and Information Retrieval aiming to demonstrate the need of Context within RS.
EVALUATION OF RECOMMENDER SYSTEMS

Shani (2011), separate the RS evaluation in three experimental levels. The separation of the evaluation into levels facilitates the evaluation of RS by comparing them to each other. The evaluation levels depend on attributes and characteristics that each system has. Moreover, the types of evaluation that can be applied on RS depend on the data model that a recommender system is using, the domain that the RS refers to and the type of the expected results. Thus Shani et al. separate the evaluation of RS into the following three levels: offline experiments, user studies and online evaluation. In the same work it is highlighted that for each RS evaluation experiment setup it is important to follow the following basic guidelines:

- Before running an experiment a hypothesis must be formed
- When comparing candidate algorithms on certain hypothesis, all variables that are not tested will stay fixed
- When drawing conclusions from experiments, the extracted conclusions must be able to generalize beyond the immediate context of the experiments.

The evaluation of RS is the proof that the developed system and its recommendation algorithm produce the desirable recommendations. Thus the evaluation process must be taken into account from the design phase of a RS to its final development. The awareness of how a Recommender System will be applied, aids to design the appropriate evaluation experiment that corresponds to what the RS is focused on.

Evaluation Metrics for Recommender Systems

RS aim to offer alternative selections related to the context of the working environment or application that is the RS is applied on, as well as based on the user preferences and actions. A successful recommendation is the recommendation that got selected by the user but at the same time satisfied her/him. The satisfaction of the user can vary according to what the user want achieve. In this section we examine the most well-known evaluation metrics.

Prediction based metrics – Accuracy metrics

Parra (2013) define the prediction metrics as the metrics used to compare which Recommender System makes fewer mistakes when inferring how a user will evaluate a proposed recommendation. Based on (Hernandez del Olmo, 2008) “accuracy metrics measure the quality of nearness to the truth or the true value achieved by a system” and usually accuracy is measured using the following expression.

\[
\text{accuracy} = \frac{\text{number of successful recommendations}}{\text{number of recommendations}}
\]

A more flexible metric used as a prediction metric is the Mean Absolute Error (MAE). MAE measures the average absolute standard deviation between each predicted rating and each user’s real selections. For better understanding we depict the MAE equations as they are used in (Parra, 2013).

\[
\text{MAE} = \frac{\sum_{i=1}^{N}|p_i - r_i|}{N}
\]

Where pi is the predicted rating ri is the actual rating and N is the total number of predictions. For cases with larger deviances from the actual ratings the Means Squared Error MSE is used instead of MAE.

\[
\text{MSE} = \frac{\sum_{i=1}^{N}(p_i - r_i)^2}{N}
\]
Information Retrieval Related Metrics

Information Retrieval refers to the recommendation of items based on their content. Such recommendations might be documents that are recommended with the use of tag-based filtering methods. The metrics used for the evaluation of such recommendations do not rely on the user’s preference through ratings but mostly on the usefulness of the recommendation or the user’s satisfaction. The most commonly used metrics are the recall and precision or the Discounted Cumulative Gain (DCG).

According to (Manning, 2008) precision is the fraction of recommended items that are relevant and it is expressed as:

\[
\text{Precision} = \frac{|\text{relevant items recommended}|}{|\text{items in the list}|}
\]

Recall is defined in (Manning, 2008) as the fraction of relevant recommendations that are presented to the user and it is expressed as:

\[
\text{Recall} = \frac{|\text{relevant items recommended}|}{|\text{relevant items}|}
\]

The necessity of knowing the relevant items in order to be able to compute the recall metric led (Herlocker, 2004) to characterize recall as useless for the evaluation of a Recommender System. Overcoming the latter characterization, recall is useful in cases where the evaluation of RS is done with the use of datasets for which the recommended items and the user preferences already exist.

Discounted Cumulative Gain (DCG) (Jarvelin, 2000; Jarvelin, 2002) - DCG is used for measuring the effectiveness of recommendation items based on their order of appearance. DCG is defined as:

\[
\text{DCG} = \sum_{i=1}^{p} \frac{2^{\text{rel}_i} - 1}{\log_2(1 + i)}
\]

Where \( p \) is the position of the item in the ranked list and \( \text{rel}_i \) is the graded relevance of the item at the position \( i \).

Maximum Matrix Factorization (MMMF) - MMMF is an effective method used for the estimation of the rating functions by taking advantage of the collaborative effects such as rating patterns from other users which are used to estimate ratings for the current user (Weimer, 2007). The exact definition of the MMMF method is given by (Rish, 2008).

Diversity, Novelty and Coverage

A user will consider a recommendation list as successful if it contains results that she is not aware of but at the same time are satisfying her tastes (McNee, 2006). Beyond accuracy it is also very important for a RS to produce useful and satisfying recommendations. For the differentiation between accuracy and satisfaction or the accuracy and usefulness, Diversity, Novelty and Coverage metrics have been introduced. The novelty of a piece of information generally refers to how different is the piece with respect to “what has been previously seen”, by a specific user, or by a community as a whole (Castells, 2011). Diversity generally applies to a set of items, and is related to how different the items are with respect to each other. Coverage refers to the percentage of items, part of the problem domain, that a recommender system can produce for a user or a group of users. (Ziegler, 2005) propose the Intra-List Similarity for measuring the diversity of a recommendation list and defined as:

\[
\text{ILS}(P_w) = \frac{\sum_{b_k \in \partial P_w} \sum_{b_e \in \partial P_w, b_k \neq b_e} c_0(b_k, b_e)}{2}
\]

Where \( c_0(b_k, b_e) \) is the similarity between the two items \( b_k \) and \( b_e \) and \( P_w \) is the intra-list similarity of a list.
FUTURE RESEARCH DIRECTIONS

Recommender Systems research is usually combined with other research topics, depending on the particular domain of application. In the existing literature we can find several research works on RS in e-commerce, e-learning, social networking, ubiquitous computing and others.

A new emerging challenge in the area of RS is that of multi-criteria RS. The usefulness and the satisfaction resulting from recommendations in social networks is a result of a combination of factors and attributes that in many cases are hard to predict. Human behaviors, social activities, personal interests or psychological factors are some of the criteria that the new RS have to take into account in their computations. In that manner the similarity measures are not computed as linear equations, but they are computed as multi-criteria complex equations. Ubiquitous computing, another domain in which RS are applicable is related to mobile technologies and particularly to smart technologies. The definition of the context and modeling the context for its usage in Context Aware Personalized recommendations is one of the emerging challenges in ubiquitous computing.

Another area in which RS are being applied in many ways is e-Learning. RS in e-learning mainly targeted in the recommendation of CBF on knowledge bases. The aim of the usage of RS in learning environments was always to produce recommendations about the learning material that was related to a learning topic. Modern e-learning systems use RS for more than that. Users of e-learning environments expect from the system to guide them (learning strategies), being adapted to them (learning styles, adapted interfaces) or track their needs and offer to them new learning material which is part of their interests.

Finally we will refer to the use of RS for fostering and supporting creativity. Creativity is by definition multi-dimensional and can depend on several factors like for example prior knowledge, social background etc. A creativity process is usually related to novelty and problem solving and is carried out by individual users or groups of users. During an individual or a collaborative creative process several recommendation types can be used in order to guide and enhance the process by offering supporting recommendations.

CONCLUSION

By reviewing the RS types and filtering techniques we can see that research in the topic of RS is challenging and at the same time very interesting. The plurality of algorithms and recommendation filtering methods can be used for different types of recommendations based on the domain they are applied for. The selection of particular methods to apply in a RS is based on the desired recommendation results. Thus the development of a recommendation algorithm must be accompanied by the corresponding evaluation metrics. This chapter gave readers an introduction to the area, through the overview of the types of RS, the frameworks they can use for development and the metrics that can be used for recommendations evaluation. Specifically, it addressed the following main topics: presentation of the functional architecture of a RS; the types of RS that exist; the filtering and similarity methods used by RS and also the most important evaluation methods and metrics that can be used for evaluating the RS. We concluded the chapter with a subjective selection of topics considered as emerging challenges, elaborating on possible future directions of RS research.
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KEY TERMS & DEFINITIONS

Recommender Systems – Software systems designed to filter data information and based on this predict the ratings or preferences for particular users in relation to items.

Recommendation Filtering Techniques- Techniques that are used to filter the data in order to make the data compatible to the standard RS model which includes the three main concepts user-items-ratings. Collaborative Filtering, Content Based Filtering and Hybrid filtering are the most known techniques. The selection of a filtering technique depends on the type of data which will be filtered.

Recommendation Frameworks – Set of layered functions that are available to software developers as tools for the development of recommendation systems.
**Recommendation Systems Evaluation Metrics** – Metrics used for the evaluation of recommendation systems algorithms. Metrics can be defined based on pure mathematic formulas but also based on objective opinions of end users.

**Similarity Distance** – The distance between preference attributes within a geometric vector based space.

**Multi Criteria Recommender Systems** - Recommender Systems that incorporate preference information upon multiple criteria.