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Abstract—In the rapidly evolving online digital landscape,
privacy is an issue of great importance for individuals, while
the use of web platforms handling personal data has reached
significant levels. Regulations like the European Union General
Data Protection Regulation (GDPR) enforce systems to integrate
an array of privacy features allowing users to exercise their
privacy rights and shield their personal data. However, users
tend to find themselves overwhelmed or even ignorant, unsure of
how to locate and use them. Research also showed that users find
privacy policies hard to read and tend to skip them. This work
introduces a novel approach to addressing these privacy concerns
by presenting a user-centric solution to enhancing user privacy
in web platforms and empowering users in handling their own
personal data: an easy-to-use chatbot-based solution. The tool
aims to provide a user-friendly and intuitive all-in-one interface,
allowing users to easily navigate and access privacy features
and manage their personal data while retrieving information
about privacy aspects effortlessly from one location. An admin
panel enables the customisation of important privacy parameters.
We present the design and development process, evaluation and
results.

Index Terms—Privacy, EU General Data Protection Regula-
tion, Personal Data Management, Chatbot, Usability

I. INTRODUCTION

In this fast-paced digital era, in which web platforms have
become central to our daily interactions1, regulations like the
European Union (EU) General Data Protection Regulation
(GDPR) [1] enforce developers to integrate an array of pri-
vacy features into their systems. However, users often find
themselves overwhelmed or ignorant [2], [3], unsure of how
to wield these tools effectively. It is, moreover, a reality
that people tend to avoid reading the privacy policies of
systems [4], but even when they do, they find them long to
read and incomprehensible [5]–[8], even more so with the
enactment of the GDPR [9]. Based on a study conducted by
the authors in [4], the average privacy policy reading time in
their experiment was 73 seconds before accepting it, while
the average adult reading speed suggests it should have taken
29–32 minutes. On the other hand, people, when asked, state
that they give great importance to privacy in systems [10].
This is the privacy paradox as defined in [11], [12].

In this work, we propose a novel approach to addressing
these privacy concerns by presenting a user-centric solution
to enhancing user privacy in web platforms and empowering
users in handling their own personal data: an easy-to-use

1https://www.statista.com/statistics/617136/digital-population-worldwide/

chatbot-based privacy solution. The chatbot aims to assist
users in understanding, locating and using all the privacy
features embedded in a platform by giving them all the needed
information in a simple format and equipping them with
the tools needed to harness the full potential of embedded
privacy settings effortlessly and effectively while navigating
web platforms. In specifics, the chatbot allows users to find all
GDPR-imposed information and use all their GDPR-defined
rights on their personal data, like accessing, editing or deleting
them, all through the usable and intuitive user-friendly chatbot
interface. At the same time, the tool offers an admin panel to
guide the platform owner or developer on including all needed
GDPR-based privacy features in the system [13] and in its
policy [14] and to provide customised privacy information to
the users based on specific privacy parameters.

We opted to develop a chatbot-based solution, inspired by
the growing popularity of chatbots among web users2, but also
by its alignment with Nielsen’s usability heuristics [15]. These
heuristics emphasize the importance of providing prompt feed-
back to users, clear communication, and designing interfaces
that speak the users’ language. Following this decision, we
thoroughly designed our tool by studying the GDPR and
extracting specifications to cover important privacy aspects,
sketching all the potential interaction scenarios between the
chatbot and the users and a decision tree necessary to dictate
the conversational paths, and preparing prototypes. Then we
implemented it as a WordPress Content Management System
(CMS)3 plugin, which was integrated into an e-commerce
web platform as a case study to demonstrate its usage. In
the end, we conducted a user evaluation in terms of usability
and user experience through the standardised User Experience
Questionnaire (UEQ) tool with 27 participants, out of which
we obtained positive results in comparison to benchmarking
values, including a mean score of 2,01 (Excellent) for Attrac-
tiveness defining if the users liked the tool, and 1,91 (Good)
for Perspicuity showing if it is easy to get familiar with the
product. Additional questions were included examining the
change in users understanding and users’ trust in web plat-
forms’ privacy upon using the chatbot, with positive results.

The rest of the paper is organised as follows: Section II dis-

2https://www.statista.com/statistics/656596/worldwide-chatbot-market/
3according to statistics https://www.bluehost.com/blog/wordpress-facts/

currently 43,2%of all websites worldwide use WordPress
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cusses the background and related work, Section III elaborates
on the design and development process, Section IV showcases
the developed chatbot and admin tools, and Section V exam-
ines the user evaluation process and results. Finally, Section VI
concludes the paper, highlighting future work potentials.

II. BACKGROUND & RELATED WORK

Privacy of personal data, has emerged as a challenge across
various fields, including online software systems [16]. The
GDPR [1] came into effect on 25th, 2018, to establish privacy
in a legal framework, imposing rights and provisions to all
systems handling personal data4 of EU residents. Software
systems and web platforms are also obliged to comply by in-
corporating several different privacy options for the users [17],
giving them the power to control their data on the web
while carrying out various activities [18]. At the same time,
research works are exploring the effect of privacy on User
Experience (UX) and vice versa [19]. UX is evolving, aiming
to incorporate privacy considerations, beyond usability, as an
integral component [20].

Users’ trust and perception of privacy policies and personal
data handling in the web or other software systems have been
investigated [21], and mechanisms for protecting user privacy
in the web [22] have been proposed. In [23], the authors
studied individual GDPR rights that impact users’ experience,
and results revealed a lack of awareness of the GDPR among
the participants, with only a small percentage having prior
knowledge of the GDPR and lacking a clear understanding of
the implications and practical implementation of their rights.

Integration of GDPR features in online tools was studied,
like in [17], in which the authors study the application of
GDPR rights in the design and development of web platforms,
demonstrating their findings with a GDPR-compliant imple-
mentation of a case study platform, or [24] which provides
insights on developers’ challenges in implementing privacy
protection within software, including web platforms and tools,
and recommends practical solutions for software development
for privacy-related tasks. In [25], a system was developed for
checking websites for compliance with the GDPR. In specifics,
they present an implementation of a web application that
validates a customer’s site for compliance with the standard
and issues a practical report with recommendations and notes
in accordance with the list of fixes to the standard.

Furthermore, studies have been investigating the impact of
the GDPR on the landscape of online privacy policies [26],
[27]. The results of their studies suggest that the GDPR im-
posed major changes on privacy policies, and the web became
more transparent, but there is still a lack of both functional
and usable mechanisms regarding users’ comprehension and
knowledge on the processing of their personal data. In [9],
the authors look into the issue of how privacy policies can
be both GDPR-compliant and usable. They synthesise GDPR
requirements into a checklist and provide a usable and GDPR-
compliant privacy policy template for the benefit of policy

4According to GDPR, personal data are defined as information that relates
to an identified or identifiable individual

writers. [14] studies whether the privacy policies of software
systems are following the GDPR in this regard by including
and communicating the needed information to the users.

To the best of our knowledge, while user’s trust and per-
ception have been investigated in the above works, tools for
developers for incorporating privacy have been created, as well
as privacy policy readability and usability were explored, there
have been no works trying to facilitate user’s experience in
terms of easily accessing the privacy features and exercising
their GDPR-imposed rights in web platforms or to provide
them with a user-friendly privacy assisting tool. Our approach
aims to bridge the gap between users’ privacy concerns and
lack of awareness, and platforms’ personal data management
practices, ultimately empowering users with greater control
over their personal information.

III. DESIGN AND DEVELOPMENT

This section outlines the steps followed to design and
develop our chatbot-based solution, including a study of the
privacy needs imposed by the GDPR; drafting all the potential
user interaction scenarios; deciding on the set of questions for
the admin panel; creating the chatbot decision tree; developing
high-fidelity prototypes; and implementing the tool.

A. System Specification

To support privacy, we extracted our system specification
from GDPR-imposed requirements by undergoing a thorough
study of the regulation while exploiting our previous works
on web platform policies [14] and GDPR compliance [17].
Based on the above, we decided to support the following list
of GDPR-defined rights:

• Right to erasure (Article 17): the user can ask for the
deletion of their account at any given time, after which
no personal data should be sustained or processed.

• Right to rectification (Art. 16): the user can request the
rectification of inaccurate or incomplete personal data.

• Right of access (Art. 15): the user can obtain confirmation
from a system as to whether or not their personal data
are being processed and obtain access to that data and
specific additional information.

• Right to data portability (Art. 20): the user should be
able to obtain all of their personal data processed in the
system “in a structured, commonly used and machine-
readable format” and has “the right to transmit those data
to another controller”.

• Right to restriction of processing (Art. 18): the user can
ask for their personal data to stop being processed until
the user decides to resume.

Exercising these rights is dependent on the way the platform
developers will implement and offer the respective function-
ality, and as such, we decided to provide an interface for
the admin for customisation of specific parameters that can
also be used as a checklist towards considering all necessary
privacy settings and features to be included in the platform.
Both the chatbot and the admin panel will support the same
functionality from different aspects, i.e., the chatbot will be the
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interface for the users obtaining this information and accessing
the privacy tools, while the admin panel will ask and receive
information from the platform admin, to use them in the
conversations with the users. We extracted our specifications
from the GDPR rights to support, as presented in Table I.

Functionality Scenarios
1 Information on the Privacy Policy 6
2 Delete Account 4
3 Erase Personal Data 3
4 Edit Personal Data 2
5 Access Personal Data 4
6 Transfer Personal Data 3
7 Restrict Personal Data Processing 5
8 Information on Cookies 4

TABLE I
SYSTEM SPECIFICATIONS

B. Design

We opted to design and develop a button-based chatbot to
provide a clear, structured and usable tool that can guide the
users through the possible privacy options without requiring
them to have any knowledge to lead the conversation. Based on
GDPR Article 12, a system is obliged to provide the user with
clear, structured and direct information regarding privacy and
personal data, and our solution aims to assist in this direction.

Our design process was distributed in stages. Firstly, we
extracted all the possible interaction scenarios between the
chatbot and the user based on the selected privacy rights and
specifications; then, we decided on the set of questions for the
admin panel; subsequently, we prepared the decision tree and
prototypes based on the scenarios; and lastly, we created the
architecture and database schema of our tool.

1) Scenarios: We drafted interaction scenarios for each one
of the system specifications. In total, we produced 31 scenarios
distributed in the different functionalities, as can be seen in the
right column of Table I. All scenarios in which the chatbot
guides the user on accessing and utilizing specific privacy
features within the platform are designed to be customisable
through the admin panel. Scenarios that provide the user with
static information, are designed based on our GDPR analysis
and the literature, to provide the most suitable answers.

Figure 1 presents three examples of such scenarios: 1. The
user U asks for some information regarding the storage of their
personal data, and the chatbot C responds with a customised
answer based on the admin feedback through the panel; 2. and
3. The user U asks for information on deleting their data, and
the chatbot C responds back with a question giving the user
the option to delete their data through its own interface. If the
user selects “Yes”, then the functionality is available within
the chatbot; otherwise, the chatbot explains how the user can
reach this functionality from the platform navigation.

2) Admin Panel Prompts: To achieve customisation in the
privacy information given by the chatbot and the services
offered, feedback from the platform administrator is required.
We have drafted a set of prompts to incorporate in the admin

Fig. 1. Interaction Scenarios Example

panel, necessary for the user-chatbot interaction scenarios. The
prompts are:

• Please provide the privacy policy link.
• Please provide the terms of use link.
• Are users’ personal data being shared with other web-

sites/organizations? If so, with which?
• How long are users’ personal data kept in the system?
• How can a user delete their account?
• How can a user delete personal data?
• How can a user view their personal data?
• What is the Data Protection Commissioner’s email?
• What is the Data Controller’s email?
• What cookies does the page collect?
3) Decision Tree: Button-based chatbots, like the one we

are designing, are built as decision tree hierarchies, requiring
the user to make selections with which the user follows a
conversational path. Following the interaction scenarios as a
guideline, we developed the decision tree. Firstly, we divided
all scenarios into four main categories (branches) as follows:

1) “Privacy Policy”, including all the interactions in which
the user wants to learn information relating to the plat-
forms privacy policy (functionality 1 in table I);

2) “Cookies”, including all the interactions in which the user
wants to learn information about the cookies collected by
the platform (funct. 8 in table I);

3) “Delete Account”, including all the interactions in which
users want to delete their accounts (funct. 2 in table I);

4) “Personal Data Actions”, including all the interactions in
which users want to learn about or act on their personal
data (functionalities 3-7 in table I).

Each one of them subsequently has its own subcategories as
branches and so on. As an example, Figure 2 presents the
branch for the category “Personal Data Actions”.

4) Prototypes: Aiming to design an easy-to-use, intuitive
and usable tool for the end users, we developed prototypes for
the system before its implementation to optimise the interface
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Fig. 2. Chatbot Decision Tree “Personal Data Actions” Branch

and recognise any faults from this stage. For our prototypes,
we followed Nielsen’s heuristics [15] guidelines. We designed
high-fidelity prototypes based on our produced decision tree.
Using proto.io, we created 40 prototype screens for different
interaction scenarios, the admin panel, and the chatbot landing
page. Figure 3 presents one prototype example, in which the
user wants to learn how to obtain their personal data, and
the chatbot prepares a pdf with all their personal data and
offers them the option to download it. Prototyping acted as
an intermediate step between the interaction scenarios, the
decision tree, and the implementation of the tool.

Fig. 3. Data Portability Prototype Example

C. Development

Figure 4 presents the architecture of our tool. Our solution
was developed as a WordPress CMS plugin that can be added
to web platforms storing and processing personal data. Its
implementation into other similar CMS plugins or even as
a standalone tool is straightforward. In order to showcase the
functionality, we integrated it into an e-commerce platform
as a case study. We selected e-commerce as they receive
and use significant personal information, while their usage is

Fig. 4. System Architecture

increasing5. However, the same functionality could have been
demonstrated in any kind of web platform that uses personal
data. For setting up a functional e-commerce case study, we
exploited the Woocommerce WordPress plugin. Additionally,
we exploited the Ultimate Member WordPress plugin for user
management functionality.

The chatbot interacts with the WordPress tables in the
database (DB) to access, edit or delete personal data or
accounts. Further to that, a new table was created for the
admin panel responses. For the chatbot and admin panel
implementation, we used HTML, CSS, JAVASCRIPT, AJAX,
PHP and MySQL.

IV. THE PRIVACY CHATBOT-BASED SOLUTION

This section presents the developed chatbot-based solution,
including (A) The Admin Panel; (B) The Chatbot. As shown
in Figure 5, users interact with the chatbot via chat, while
admins feed the admin panel with information on the privacy
settings. The admin panel, in its turn, provides the chatbot
with this information.

Fig. 5. Chatbot-based Privacy Solution

A. Admin Panel

As discussed, our solution incorporates some configurable
privacy settings via a dashboard for platform administrators.

5Based on https://business.adobe.com/blog/basics/2023-ecommerce-
statistics ”In 2023, an estimated 2.64 billion consumers will have completed
at least one purchase online.”
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For optimised results, the system administrator should fill in all
the requested information in the admin panel before publishing
the platform. This information will be stored in the DB and
used by the chatbot to provide customised answers to the
users. Additionally, the admin panel can act as a checklist
for the privacy features that should have been included in the
platform, either information like the data protection commis-
sioner contact details or functionality-wise like deleting a user
account. Admins can revisit the admin panel at any time to
change any of the information provided. Figure 6 demonstrates
a part of the admin panel, including the first three prompts.

Fig. 6. Admin Panel

B. Chatbot

In the chatbot tool, there are two types of scenarios: (1)
those that interact with the system DB either by reading
information from the DB, updating information on the DB,
or deleting information from the DB; and (2) those that are
just informative. Table II presents all the scenarios that interact
with the DB. The last two rows, shown in grey, refer to sets
of interactions that have not yet been implemented in the tool.

Users can navigate in conversations with the chatbot by
making selections from the provided buttons. Each time a re-
sponse is selected, it appears automatically as conversation text
within the chatbot. To explain this, we present two examples
next. In Figure 7, the scenario in which the user selects to
get more information about the privacy policy is presented,
and specifically information about whether the user’s data are
being shared outside the system. This response is dependent
on the response of the respective field in the admin panel.

In Figure 8, we observe three different scenarios: in the
first one the user asks how they can view their personal data
within the platform; in the second scenario the user asks the
chatbot about how they can delete their account, and next,
they decide that they want to do that through the chatbot, so
the chatbot provides them with a warning and the option to
confirm deletion or not. If the user confirms deletion, then the
account will be deleted from the DB of the system; in the last
scenario, the user asks the chatbot to provide them with a copy
of their personal data, and in return, the chatbot provides them
with a downloadable pdf file with all the data included. The
chatbot is also able to allow the user to edit their data through

1 Privacy Policy → Terms of Use Link
2 Privacy Policy → Privacy Policy Link
3 Privacy Policy → Personal Data Info → Are my personal data

being shared?
4 Cookies → What cookies does this site collect?
5 Delete account → How can I delete my account? → I want to do

that through the chatbot
6 Delete account → How can I delete my account? → I don’t want

to do that through the chatbot
7 Personal data actions → Access personal data → Data Protection

Commissioner’s email
8 Personal data actions → Access personal data → Where can I

find my personal data?
9 Personal data actions → Access personal data → Can I have a

copy of my personal data?
10 Personal data actions → Transfer personal data → Data Con-

troller’s email
11 Personal data actions → Transfer personal data → How can I

obtain my personal data
12 Personal data actions → Edit personal data → I want to do that

through the chatbot
13 Personal data actions → Edit personal data → I don’t want to do

that through the chatbot
14 Personal data actions → Erase Personal Data
15 Data Actions → Restrict account

TABLE II
SCENARIOS INTERACTING WITH THE DB

Fig. 7. Chatbot Interaction with the User Example 1

its interface, obtain any needed information and exercise all
rights as defined in the specifications.

V. USER EVALUATION

A. Survey

We performed a user evaluation through a questionnaire
survey. Participants were initially presented with a demo video
showcasing the functionality of the tools. Subsequently, they
were requested to complete the questionnaire, comprising
scale-based questions from the standardised User Experience
Questionnaire (UEQ)6 and some custom multiple-choice ques-
tions focusing on the privacy chatbot functionality. UEQ aims
for a fast and direct measurement of User Experience (UX) and
Usability [28]. It includes 26 items, with each item consisting
of a pair of terms with opposite meanings. Each item can be
rated on a 7-point Likert scale, from -3 (fully agree with the
negative term) to +3 (fully agree with the positive term). Half
of the items start with the positive term, the rest with the

6https://www.ueq-online.org/
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Fig. 8. Chatbot Interaction with the User Example 2

negative term (in randomized order) [28]. The user is called
to select from a scale of 1 to 7 how close the product under
evaluation is to one of the two adjectives. Additionally, we
added the following three questions (yes/no):

(Q1) Using the Privacy Chatbot, are you able to comprehend
better the notion of privacy in terms of web platforms?

(Q2) Does Privacy Chatbot help you trust web platforms more
in storing and handling your personal data?

(Q3) Do you believe it’s useful for web platforms to incorpo-
rate the Privacy Chatbot?

B. Results

We collected 27 responses, which we analysed through the
tool provided for UEQ. The results for each pair of terms
are shown in Figure 9, observing positive results. Based on

Fig. 9. UEQ questionnaire results for a total of 27 participants

relevant literature [29], [30] the 26 UEQ items are categorised
under six UEQ scales: (i) Attractiveness investigating whether
users like or dislike the product; (ii) Perspicuity investigating
whether it is easy to get familiar with the product; (iii)
Efficiency investigating whether users are able to use the tool

without unnecessary effort; (iv) Dependability investigating
whether users feel being in control of the interaction; (v)
Stimulation investigating whether it is exciting and motivating
to use the product; and (vi) Novelty investigating whether the
product is innovative, creative and interesting.

We present our results for the six categories, in comparison
to benchmarking data, in Figure 10. We observed positive
results. Attractiveness with a mean of 2,01 is characterised as
Excellent, meaning it is in the range of the 10% best results;
Perspicuity with a mean of 1,91, Efficiency with a mean of
1,81 and Stimulation with a mean of 1,52 are characterised
as Good, meaning there are 10% of better results and 75%
of worse results; while Dependability with a mean of 1,33
and Novelty with a mean of 0,87 are characterised as Above
average, meaning that there are 25% of better results and 50%
of worse results. In regard to the three additional questions, we

Fig. 10. UEQ questionnaire results in the 6 categories

obtained the following results: in Q1, 96,4% responded “yes”;
in Q2, 89,3% responded “yes”; and in Q3, 96,4% responded
“yes”. We consider these results positive as they indicate that
people comprehend their privacy on the web better and trust
privacy in web platforms more when using the chatbot while
believing that it is a useful tool for web platforms.

VI. DISCUSSION AND FUTURE WORK

We envision further work in different directions. As men-
tioned before, there are a few interaction scenarios that
have not yet been implemented. We plan on developing the
complete version of the chatbot as immediate future work.
On another aspect, as discussed, our chatbot is button-based
and functions based on a predefined decision tree. A more
intelligent chatbot system can be developed to accommodate
custom interactions with the user. However, in this case,
detailed research in human-chatbot interaction should be done
to accommodate the initial aim of guiding the users to the
possible options without requiring them to take initiative, have
any prior knowledge or miss privacy options as a result of
incorrect prompts towards the chatbot.

Finally, the user evaluation results were positive. However,
there is space for improvements to reach Excellent in more
categories of the UEQ. Moreover, a more extensive user
evaluation is planned by integrating the tool in a number of
real case scenarios, i.e., web platforms, and approaching a
wider group of users.

VII. ACKNOWLEDGMENT

ChatGPT version 3.5 was used as a supportive tool in
writing this paper.

Authorized licensed use limited to: University of Cyprus. Downloaded on January 18,2024 at 10:31:57 UTC from IEEE Xplore.  Restrictions apply. 



REFERENCES

[1] E. Parliament and C. of the European Union, “General data protection
regulation,” 2015, official Journal of the European Union.

[2] M. Sideri and S. Gritzalis, “Are we really informed on the rights gdpr
guarantees?” in Human Aspects of Information Security and Assurance:
14th IFIP WG 11.12 International Symposium, HAISA 2020, Mytilene,
Lesbos, Greece, July 8–10, 2020, Proceedings 14. Springer, 2020, pp.
315–326.

[3] D. Anderson and R. von Seck, “The gdpr and its impact on the web,”
Network, vol. 1, 2020.

[4] J. A. Obar and A. Oeldorf-Hirsch, “The biggest lie on the internet:
Ignoring the privacy policies and terms of service policies of social
networking services,” Information, Communication & Society, vol. 23,
no. 1, pp. 128–147, 2020.

[5] A. M. McDonald, R. W. Reeder, P. G. Kelley, and L. F. Cranor, “A com-
parative study of online privacy policies and formats,” in International
Symposium on Privacy Enhancing Technologies. Springer, 2009, pp.
37–55.

[6] B. Krumay and J. Klar, “Readability of privacy policies,” in IFIP Annual
Conference on Data and Applications Security and Privacy. Springer,
2020, pp. 388–399.

[7] J. R. Reidenberg, T. Breaux, L. F. Cranor, B. French, A. Grannis,
J. T. Graves, F. Liu, A. McDonald, T. B. Norton, and R. Ramanath,
“Disagreeable privacy policies: Mismatches between meaning and users’
understanding,” Berkeley Tech. LJ, vol. 30, p. 39, 2015.

[8] C. Chang, H. Li, Y. Zhang, S. Du, H. Cao, and H. Zhu, “Automated
and personalized privacy policy extraction under gdpr consideration,”
in Wireless Algorithms, Systems, and Applications: 14th International
Conference, WASA 2019, Honolulu, HI, USA, June 24–26, 2019, Pro-
ceedings 14. Springer, 2019, pp. 43–54.

[9] K. Renaud and L. A. Shepherd, “How to make privacy policies both
GDPR-compliant and usable,” in International Conference On Cyber
Situational Awareness, Data Analytics And Assessment. IEEE, 2018,
pp. 1–8.

[10] M. Madden, “Public perceptions of privacy and security in the post-
snowden era,” 2014.

[11] P. A. Norberg, D. R. Horne, and D. A. Horne, “The privacy paradox:
Personal information disclosure intentions versus behaviors,” Journal of
consumer affairs, vol. 41, no. 1, pp. 100–126, 2007.

[12] B. Brown, “Studying the internet experience,” HP laboratories technical
report HPL, vol. 49, 2001.

[13] A. Alhazmi and N. A. G. Arachchilage, “I’m all ears! listening to soft-
ware developers on putting gdpr principles into software development
practice,” Personal and Ubiquitous Computing, vol. 25, no. 5, pp. 879–
892, 2021.

[14] E. Vanezi, G. Zampa, C. Mettouris, A. Yeratziotis, and G. A. Papadopou-
los, “Complicy: Evaluating the gdpr alignment of privacy policies-
a study on web platforms,” in Research Challenges in Information
Science: 15th International Conference, RCIS 2021, Limassol, Cyprus,
May 11–14, 2021, Proceedings, vol. 415. Springer Nature, 2021, p.
152.

[15] J. Nielsen, “Ten usability heuristics,” 2005.
[16] L. Baruh, E. Secinti, and Z. Cemalcilar, “Online privacy concerns and

privacy management: A meta-analytical review,” Journal of Communi-
cation, vol. 67, no. 1, pp. 26–53, 2017.

[17] E. Vanezi, D. Kouzapas, G. M. Kapitsaki, T. Costi, A. Yeratziotis,
C. Mettouris, A. Philippou, and G. A. Papadopoulos, “Gdpr compliance
in the design of the inform e-learning platform: a case study,” in 2019
13th International Conference on Research Challenges in Information
Science (RCIS). IEEE, 2019, pp. 1–12.

[18] C. Tikkinen-Piri, A. Rohunen, and J. Markkula, “Eu general data pro-
tection regulation: Changes and implications for personal data collecting
companies,” Computer Law & Security Review, vol. 34, no. 1, pp. 134–
153, 2018.

[19] B. Zhang and S. S. Sundar, “Proactive vs. reactive personalization:
Can customization of privacy enhance user experience?” International
journal of human-computer studies, vol. 128, pp. 86–99, 2019.

[20] M. E. Zurko and J. Haney, “Usable security and privacy for security and
privacy workers,” IEEE Security & Privacy, vol. 21, no. 1, pp. 8–10,
2023.

[21] Z. Liu, J. Shan, R. Bonazzi, and Y. Pigneur, “Privacy as a tradeoff:
Introducing the notion of privacy calculus for context-aware mobile ap-

plications,” in 47th Hawaii International Conference on System Sciences,
2014, pp. 1063–1072.

[22] G. M. Kapitsaki and T. Charalambous, “Privacysafer: Privacy adapta-
tion for html5 web applications,” in International Conference on Web
Information Systems Engineering. Springer, 2017, pp. 247–262.

[23] H. Alid, “Experience with users about the various gdpr provisions
available through the services,” 2023.

[24] M. Tahaei, K. Vaniea, and A. Rashid, “Embedding privacy into design
through software developers: Challenges and solutions,” IEEE Security
& Privacy, vol. 21, no. 1, pp. 49–57, 2022.

[25] S. Amanzholova, D. Akhmetova, and A. Sagymbekova, “Development
of a web-resources testing system for compliance with gdpr regulation,”
in The 7th International Conference on Engineering & MIS 2021, 2021,
pp. 1–6.

[26] T. Linden, R. Khandelwal, H. Harkous, and K. Fawaz, “The privacy
policy landscape after the gdpr,” arXiv preprint arXiv:1809.08396, 2018.

[27] M. Degeling, C. Utz, C. Lentzsch, H. Hosseini, F. Schaub, and T. Holz,
“We value your privacy... now take some cookies: Measuring the gdpr’s
impact on web privacy,” arXiv preprint arXiv:1808.05096, 2018.

[28] M. Schrepp, J. Thomaschewski, and A. Hinderks, “Construction of a
benchmark for the user experience questionnaire (ueq),” 2017.

[29] M. Schrepp and J. Thomaschewski, “Handbook for the modular ex-
tension of the user experience questionnaire,” in Mensch & Computer,
2019, pp. 1–19.

[30] B. Laugwitz, T. Held, and M. Schrepp, “Construction and evaluation of a
user experience questionnaire,” in HCI and Usability for Education and
Work: 4th Symposium of the Workgroup Human-Computer Interaction
and Usability Engineering of the Austrian Computer Society, USAB
2008, Graz, Austria, November 20-21, 2008. Proceedings 4. Springer,
2008, pp. 63–76.

Authorized licensed use limited to: University of Cyprus. Downloaded on January 18,2024 at 10:31:57 UTC from IEEE Xplore.  Restrictions apply. 


