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Abstract – Cluster analysis is one of the most important 
aspects in the data mining process for discovering groups 
and identifying interesting distributions or patterns over 
the considered data sets. In the context of Web data 
mining, model-based clustering algorithms are often used 
to cluster similar users’ sessions in order to determine 
Website access behaviors. An important issue in cluster 
analysis is the evaluation of clustering results to find the 
partitioning that best fits the underlying data. In this 
paper, we present a novel validation technique for model-
based clustering approaches. 

Keywords: Web Data Clustering, Cluster Validity, Data 
Mining and Management. 

1 Introduction 
  As the number of Web users and the number of 
accessible Web pages grows significantly, it is becoming 
increasingly difficult for users to find documents that are 
relevant to their particular needs. Users must either 
browse through a large hierarchy of concepts to find 
information or submit a query to a publicly available 
search engine (spending a lot of time through hundreds of 
results, most of them irrelevant). Therefore, the process of 
understanding the users’ navigation behavior is 
challenging but fundamental in improving Web query 
answering, link structure and in simplifying navigation 
through a large number of individual Web pages.  

 In this context, clustering is expected to provide a 
general grasp of the Web for effective Web users’ 
navigation and searching. In general, clustering is one of 
the most important practices in the data mining process 
for discovering groups and identifying interesting 
distributions and patterns in the underlying data [13]. The 
clustering problem is about partitioning a given data set 
into clusters (groups) such that the data points in the 
cluster are more similar to each other than points in 
different clusters. In the context of Web mining, there are 
two kinds of clusters with special interest: users’ sessions 
clusters and page clusters. Clustering of users’ sessions 
identifies groups of users exhibiting similar browsing 
patterns. More specifically, a session provides 

information about the sequence of pages viewed by a user 
as (s)he moves through a Web site and each one reflects 
an individual user’s behavior. Such knowledge is 
especially useful for customizing a Web site to the needs 
of a particular user or a set of users [15]. On the other 
hand, clustering of Web pages tends to establish groups of 
pages based either on their content or on their hyperlink 
information [14], [16].  

 In this paper, we focus on validating the Web users’ 
clusters. Specifically, several clustering approaches have 
been proposed in the past, assigning the sessions (users’ 
behaviors) with common characteristics into the same 
cluster [16], [17], [18]. These may be classified into two 
schemes:  

• Similarity-based: It uses distance functions (e.g. 
Euclidean, Manhattan, cosine etc.) to measure 
similarities among sessions [2], [20]. Distance 
functions can be determined either directly, or 
indirectly, although the latter is more common in 
most applications. Hierarchical and partitional 
are the most indicative approaches that belong to 
this category. More specifically, hierarchical 
schemes use a distance function to determine a 
hierarchy of clustering, merging always the most 
similar clusters. On the other hand, the 
partitional algorithms determine a “flat” 
clustering into a specific number of clusters (e.g. 
K-means, K-mode etc.) [4]. 

• Model-based: Each cluster is represented by a 
probability model and the sessions are 
partitioned according to the order in which users 
request Web pages. More specifically, each 
cluster has a data-generating model with 
different parameters for each cluster. Model-
based schemes are usually preferred from the 
Web community since they can efficiently 
describe the dynamic evolution of the Web [1], 
[21].  In this paper, we also use a model-based 
algorithm to cluster the users’ sessions. 



 The rest of the paper is organized as follows. In 
Section 2, we provide a brief discussion of related work, 
and clarify the contributions of this paper. In Section 3, 
we describe the Web Logs and the users’ session 
identification process. In section 4, we present the 
clustering algorithm that is used to group the users’ 
sessions. In Section 5, we present a novel validation 
tecnhique for model-based clustering schemes. In Section 
6, experimental results are given. Finally, we conclude the 
paper and give some future remarks. 

2 Related Work and Paper’s 
Contribution 

 The problem of evaluating the results of a clustering 
algorithm is one of the most important issues in cluster 
analysis and has attracted research interest [9], [11], [22]. 
The problem is related to the question: After applying a 
cluster algorithm, how can one assess the quality of the 
clusters returned? Clustering schemes always produce a 
partition of the given data set although there may be no 
real clusters on the data distribution. In order to select the 
validation procedure, the system searches for the optimal 
parameters’ values for a specific clustering algorithm so 
as to result in a clustering scheme that best fits its data. 
Many of the most popular clustering algorithms require 
their parameters to be tweaked for the best results, but this 
is impossible if one cannot assess the quality of the 
output. Cluster validity has been proposed in the literature 
[11] based on several criteria. More specifically, these can 
be categorized into three approaches, as follows: 

• External approach: It evaluates the results of a 
clustering method based on a pre-specified 
structured on a data set, which reflects a user’s 
intuition  about the clustering structure of this 
data set.  

• Internal approach: It evaluates the clustering 
result in terms of quantities obtained from the 
data set itself. This approach is used by the 
authors in [12] in order to validate clusters of 
users’ sessions. In particular, their method 
provides only a sense about how similar are the 
sessions within the cluster. This is indicated by 
using the Frobenius norm of the differences 
between the sessions and the cluster’s mode. Our 
work also falls in this approach. 

• Relative approach: It compares the evaluation of 
a clustering structure by other clustering 
schemes, modifying only the parameter values. 

 The main technical contribution of the paper can be 
summarized in the following: 

• Suggestion of a validation algorithm for model-
based clustering. This algorithm is based on a 
statistical chi-square test (χ2) [19] employed to 
each cluster.  

• The statistic criterion provided does not depend 
on tunable parameters. 

• The algorithm was tested on a real data set 
collected from an educational Web server (the 
Department of Computer Science in Aristotle 
University of Thessaloniki). 

 To the best of our knowledge this is the first 
approach dealing with validation for model-based 
clustering schemes. Specifically, these schemes have been 
widely used for describing the dynamic evolution of the 
Web and have shown promising results in many Web 
applications. Therefore, a validation algorithm for model-
based schemes may offer new perspectives for an efficient 
model-based clustering approach.  

3 Web Logs and Users’ Access Sessions 
 Each user that visits a Web server leaves a "trace" in 
the server log file. The trace consists of logging some user 
information (client IP address), date/time of request, 
individual page requested, success of the operation, etc. 
The useful information about the traffic on the server 
is stored in a large server log file. Popular Web servers’ 
log files get millions of lines every day. Figure 1 presents 
a sample of a Web server log file. These data are 
undergone a certain pre-processing, such as invalid data 
cleaning and session identification [6]. Data cleaning 
removes the records which do not include useful 
information for the users’ behavior, such as graphics, 
javascripts, small pictures of buttons, advertisements etc.  

Figure 1. A sample of Web server log file 

 In this paper, the remaining page requests are 
categorized into V different categories. The process of 
grouping the Web pages into categories is a usual 
practice, since it improves the data management and in 
addition eliminates the complexity of the underlying 
problem (since the number of page categories is smaller 
than the number of Web pages in a Web site) [1], [3], 
[12].  In particular, the individual pages are grouped into 



semantically similar groups. Scanning for specific 
keywords that occur in the URL string of page request 
makes the assignment of the page requests to a category.  

 In order to identify the users’ sessions, heuristic 
methods are usually used based on IP and session time-
outs [5]. In this paper, we first consider that we have an 
ordered set of traces with respect to the IPs. Therefore, a 
new session is created when a new IP address is 
encountered or if the visiting page time does not exceed 
30 minutes for the same IP address. 

4 Clustering Users’ Sessions 
 The adopted model-based assumes that the data 
(based on the log files) are generated as follows: 

• A user arrives at the Web site in a particular time 
and is assigned to one of the underlying clusters 
with some probability. The number of clusters 
may be determined by using several probabilistic 
models, such as BIC (Bayesian Information 
Criterion), bayesian approximations, or bootstrap 
methods [10]. 

• The behavior of each cluster is governed by a 
statistical model and the user’s behavior is 
generated from this model to that cluster. 

 In general, each cluster has a data-generating model 
with different parameters for each one. Therefore, this 
model can be well defined, if only we learn all the 
parameters of each model component: the probability 
distribution used to assign users to the various clusters 
and the number of components. Once the model is 
learned, we can use it to assign each user to a cluster or 
fractionally to a set of clusters. The parameters can be 
learned using the Expectation-Maximization (EM) 
algorithm. The EM algorithm originates from [8] and in 
[3] a method for employing on EM on users’ sessions is 
proposed. In particular, the EM algorithm is an iterative 
procedure that finds the maximum likelihood estimates of 
the parameter vector by repeating the following steps:  

• The expectation E-step: Given a set of parameter 
estimates the E-step calculates the conditional 
expectation of the complete-data log likelihood 
given the observed data and the parameter 
estimates.  

• The maximization M-step: Given a complete-data 
log likelihood, the M-step finds the parameter 
estimates to maximize the complete-data log 
likelihood from the E-step.  

 The two steps are iterated until the iterations 
converge.  

 In this paper, we also cluster users by learning a 
mixture of first-order Markov models using the EM 
algorithm. Specifically, Markov models can be viewed as 
stochastic generalizations of finite-state automata, when 
both transitions between states and generation of output 
symbols are governed by probability distributions. In our 
framework, we consider a Markov chain model where we 
model probability that user will go to a certain page 
category given (s)he is viewing the current page category. 
Therefore, we have a transition matrix of size V×V 
(where V is the number of categories) and a set of V 
initial probabilities describing how likely is that user will 
begin his/her navigation session in a given page category. 
To model heterogeneity of users we use a mixture of first-
order Markov chains, where each component in a mixture 
represents a behavior described by a single Markov chain. 
Concerning the complexity of the EM algorithm, it 
depends on the complexity of the E and M steps at each 
iteration [3]. For example, in our case (Markov mixtures) 
the complexity is linear in the sum of the lengths of all 
sessions. Note, that for more complex mixture models the 
complexity can be higher. Once the model is specified, we 
use the EM algorithm and probabilistic out-of-sample 
evaluation to determine the best number of components. 
A model is fitted on a subsample of sessions (the so-
called training data set) and then scored on the remaining 
data (the so-called testing data set). Thus, we get an 
objective measure of how well each model fits the data. 
The model with the minimum out-of-sample predictive 
log score is selected.  

5 Clustering Validation Algorithm 
 The clustering algorithm described above results in a 
number of clusters, where each cluster is comprised from 
users’ navigation sessions. We assume that each cluster 
can be represented by a first-order Markov ergodic chain. 
By the term “ergodic”, we mean a Markov chain that has 
the following two properties:  

• Each node can reach any other node (all states 
intercommunicate), 

• The chain is not periodic (all states have period 
one)  

 Each first-order Markov chain corresponds to an 
individual transition matrix (which contains the transition 
probabilities among the states) and a vector (which 
represents the initial state probabilities). In this context, it 
should be emphasized that the method following is valid 
only if all clusters are represented by ergodic Markov 
chains. However, a large number of experiments 
conducted by the EM algorithm, it has been observed that 
the above condition is always satisfied [1], [3].  



 In order to validate the clustering scheme, we 
consider the equilibrium distribution of each cluster 
produced by the algorithm. These distributions represent 
the probabilities of a user to access each state in infinite 
number of states independently of its initial state. We 
believe, that the equilibrium distribution offers a complete 
and objective view for the navigation behavior of Web 
users. 

Theorem 1: If P is the transition matrix of a homogeneous 
ergodic Markov chain, then there is a unique vector f=(f 1 , 

…, f V ), such that 
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 A thorough study and classification of finite Markov 
chains and the proof of this theorem is given in [7]. This 
theorem offers us a way of approximately evaluating the 
access frequencies of the nodes, by simply calculating 
powers of the transition matrix. It gives us a way to 
evaluate the relative frequency of accessing (retrieving) 
nodes 1, ..., V respectively in a long run, based on the 
transition probabilities of the initial browsing graph. It is 
known that in the theory of stochastic processes the vector 
f is called the equilibrium or stationary distribution of the 
Markov chain since any element represents the limiting 
probability of accessing the respective nodes 1, …, V 
after infinite number of steps. 

 Then, the validation is performed by testing the 
homogeneity of the equilibrium distribution by the χ2 test. 

Table 1. A Contingency Table for Chi-square Testing 
 States 

Clusters A1 A2 … AV sum 
C1 O11 O12 … O1V Y1 

C2 O21 O22 …  Y2 

… … … … … … 

CK OK1 OK2 … OKV YK 

sum X1 X2 … XV S 
 More specifically, χ2 testing [19] is used to test the 
homogeneity among multiple clusters with probabilistic 
distributions by constructing a contingency table. This 
statistic is used to assess evidence that two or more 
distributions are dissimilar. Considering that in model-
based approach the clusters represent a probabilistic 
distribution, we can directly apply the test of homogeneity 
by fitting the state frequencies in the cluster into the 
contingency table, which reflects the fact that our 
modeling simplifies the testing. Formally, we assume that 

there are K clusters C1, C2, ..., CK and each of them is 
generated from its own probability distribution. 
Moreover, there are V different states altogether denoted 
by A1, A2, ..., AV. In our framework, the states represent 
the page categories. Table 1 is the contingency table for 
testing. A contingency table test (or test of independence) 
is one that tests the hypothesis that the data are cross-
classified in independent ways. In particular, Oij stands 
for the frequency of Aj state in cluster Ci. Oij is computed 
by multiplying the relative frequency of Aj state with the 
number of sessions that belong to cluster Ci. Xi is the sum 
of all the Oij in ith column and Yj is the sum of all the Oij 
in jth raw.  In this framework, we want to test the 
following hypothesis (for all the states and clusters of the 
underlying model):  

Null Hypothesis (Ho): The distributions of the states in 
each cluster are all the same. 

Testing: The following equation computes the χ2 statistic: 
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Figure 2. A Flow-Chart for the Clustering Validation 
Algorithm 

 A large value of the χ2 criterion (equation 2) shows 
that the equilibrium distribution for each cluster are 
significantly different, which in turn is an indication of 



the heterogeneity among clusters.  Therefore, we should 
know a critical χ2 value that is the boundary of the area of 
hypothesis’ s rejection in a contingency table test. In order 
to find this critical value, we should define the level of 
significance (α) and the degrees of freedom (df). In 
statistics, it is known that a χ2 has asymptotically a χ2 
distribution with (K-1)× (V-1) df [19]. Therefore, if the 
value of χ2 distribution is greater than a critical value, 
such as χ 2

);1()1( aVK −×− , we reject the Ho at the α level of 

significance. Otherwise, we fail to reject Ho. Figure 2 
shows the proposed clustering validation algorithm in a 
flow-chart. 

6 Experimentations 
 Web usage data from www.csd.auth.gr (an 
educational Web server in Greece) are used to test and 
validate the performance of our validation method 
proposed. 

 In our experiments, the number of categories is 9 
(such as research, faculty, information etc.) and each 
category includes a number of URLs. The data set 
consists of approximately 3,000 users’ sessions, with an 
average of 3,3 page views per session. Then, we select 
some of the sessions as (80% of the total data) training 
data set and the rest as testing data set [3]. 

 Initially, we should identify a good value for the 
number of clusters. As we referred in Section 4, we 
choose the number of clusters by finding the choice that 
minimizes the out-of-sample predictive score. Figure 3 
shows several out-of-sample log-likelihoods for varying 
number of clusters. From this figure, it is evident that the 
lowest value is for the choice of 6 clusters. 
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Figure 3. Number of Clusters 

 Then, we cluster the users’ navigation sessions as 
described in Section 4. Each cluster is represented by a 
probabilistic distribution (first-order Markov model). In 
this context, we find the equilibrium distribution for each 
cluster, and then we apply the χ2 test on them (as 
described on the previous Section). Table 2 presents the 
contingency table for our data set.  Based on the specific 
data set, we result (using the equation 2) that the χ2 = 

2142,1 with 40 df. Considering that the χ 2
005,0;40 = 66,76, 

we conclude that the derived clusters have very different 
characteristics with each other. Thus, the resulted clusters 
are an effective choice. 

Table 2. A Contingency Table Test 

 
7 Conclusion and Future Work 
 In this paper, we have proposed a novel clustering 
validation algorithm for model-based clustering schemes, 
where each cluster is represented by a mixture of First- 
order Markov models. In general, First-order Markov 
models are reasonable choice for modeling users’ 
navigation sessions. Mixture of Markov chains describes 
the data better showing that there are different 
prototypical behaviors of users. In this framework, EM 
algorithm can be applied to learning the Markov chains 
mixture model and it scales linearly with both number of 
mixture components and number of users’ sessions.  

 Furthermore, the Markov models may provide 
valuable information for users’ navigation behavior but it 
is often hidden. Statistical analysis helps to explore this 
hidden information in order to enhance the Web 
performance. For example, further analysis of the 
contingency table (such as correspondence analysis) or 
other measures of association can reveal interesting 
relations among clusters and states. For the future, we 
plan to investigate these issues and develop a novel 
algorithm for clustering Web users’ sessions, based on 
some interesting characteristics of the Markov models.  
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