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Abstract

Two of the currently most promising programming paradigms, namely Object-Oriented Programming and Concurrent Constraint Programming are combined into a single, highly parallel computational model based on Term Graph Rewriting Systems. In particular, we show how multi-headed Term Graph rewrite rules provide a powerful tool able to manipulate Term Graphs which themselves represent in a homogeneous way objects, concurrently executing agents and constraints. Due to the inherent fine grain parallelism of Term Graph Rewriting the proposed model is highly parallel with all activities (object communication, agent execution and constraint solving) executing concurrently.

1. Introduction

The generalised computational model of Term Graph Rewriting Systems (TGRS) ([5]) has been used extensively as an implementation vehicle for a number of, often divergent, programming paradigms ranging from the traditional functional programming ones ([12,15]) to the (concurrent) logic programming ones ([3,10,18]). Recent studies have shown that TGRS are also able to act as a means for implementing languages based on computational models such as Linear Logic ([4]) and π-calculus ([2,7]).
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Two of the currently most promising programming paradigms are Object-Oriented Programming (OOP) and Concurrent Constraint Programming (CCP) ([20]), a generalisation and amalgamation of Constraint Logic Programming and Concurrent Logic Programming. The issues of object orientation and constraint solving are rather orthogonal to each other, both offering to the language environment that supports them powerful new features. Typical types of application where both formalisms are needed are, for instance, interactive graphical user interfaces, object-oriented databases, etc. Thus a number of models combining OOP and (possibly Concurrent) Constraint Programming have been proposed ([6,13,22]).

In this paper we use TGRS as the unifying framework for OOP and CCP and we show that both these programming paradigms can be represented homogeneously by Term Graphs which are manipulated by associated sets of rewrite rules. In addition to the ability of TGRS to present objects, agents and constraints in a uniform way, thus allowing the natural intermixing of all of them, the model is highly parallel and all activities involved in a computation such as constraint solving, agent execution and object composition are done concurrently.

The way to achieve all these is to allow the use of multi-headed rewrite rules in addition to the traditional approach of single-headed ones. We show then that such things as single or multiple inheritance, object encapsulation and entailing constraints can be effectively modelled by means of multi-headed rewrite rules. The rest of the paper is organised as follows. The next two sections introduce the models of Concurrent Constraint Programming and Term Graph Rewriting Systems with some
emphasis on the associated language Dactl which we will be using as our implementation platform. The following two sections discuss the way CCP and OOP can be modelled in a TGRS framework. The paper ends with some conclusions and a short discussion on further and related research.

2. Concurrent Constraint Programming

Concurrent Constraint Programming ([20]) is a generalisation and amalgamation of Constraint Logic Programming and Concurrent Logic Programming. In CCP computation evolves around the notion of a shared store where a number of concurrently executing agents, which themselves share variables, post constraints with respect to these variables. The store evolves monotonically in the sense that posted constraints should be consistent with each other; thus, once some information is posted to the store it cannot be retracted. Note that the agents do not communicate directly with each other even if they share common variables; instead all inter-agent communication is done via the shared store. This is achieved by means of two fundamental operations performed by the concurrently executing agents:
- \[ \text{ask}(c) \text{ succeeds if } c \text{ is entailed by the current store, fails if } c \text{ is inconsistent with the store and suspends otherwise.} \]
- \[ \text{tell}(c) \text{ attempts to add } c \text{ to the current store and succeeds in doing so if } c \text{ is consistent with the information already posted there; otherwise the operation fails.} \]

More formally a concurrent constraint program adheres to the following grammar:

\[
P ::= D, A \]
\[
D ::= p(X) :: A \mid D, D
\]
\[
A ::= \text{success} \mid \text{fail} \mid \text{tell}(c) \rightarrow A \mid E \mid \exists X. A \mid p(X)
\]
\[
E ::= \text{ask}(c) \rightarrow A \mid E \oplus E
\]

where \(P, D, A, c, X\) denote respectively programs, procedure declarations, agents, constraints and tuples of variables and in \(p(X) \rightarrow A\) we assume that \(\text{vars}(A) \subseteq X\).

The behaviour of the elementary agents comprising the above syntax is as follows:
- \[ \text{ask}(c) \rightarrow A \text{ checks if } c \text{ is entailed by the current store and if it does then behaves like agent } A \text{, otherwise it fails or suspends accordingly.} \]
- \[ \text{tell}(c) \rightarrow A \text{, may behave either like } A \text{ or } B \text{ depending on which of } c_1 \text{ and } c_2 \text{ are entailed or not. If both } A \text{ and } B \text{ can evolve the choice is nondeterministic.} \]
- \[ \text{tell}(c) \rightarrow A \text{, adds } c \text{ to the current store if it is consistent with the information already posted there and then behaves like } A \text{; if } c \text{ is inconsistent with the store then it fails. Here we employ eventual rather than atomic publication semantics ([20]) meaning that potential inconsistencies may not be detected immediately.} \]
- \[ A \text{ and } B \text{ behaves like } A \text{ and } B \text{ executing concurrently.} \]
- \[ \exists X. A \text{ behaves like } A \text{ with variables } X \text{ restricted to } A. \]
- \[ p(X) \text{ is simply a call to procedure } p. \]

In the CCP framework as described above, the underlying constraint system is a system of partial information of the form \(<D, I>\) where
- \(D\) is a set of primitive constraints.
- \(I\) is the entailment relation which must satisfy the following axioms:
  - \(u \equiv x\) if \(x \equiv u\) (reflexivity),
  - \(u \equiv x\) if \(u \equiv y\) for all \(y \equiv v\) and \(v \equiv x\) (transitivity).

Thus the state of the computation in a CCP program is a multiset of primitive constraints and a multiset of agents.

3. Term Graph Rewriting and Dactl

The TGRS model of computation is based around the notion of manipulating term graphs or simply graphs. In particular, a program is composed of a set of graph rewriting rules \(L \rightarrow R\) which specify the transformations that could be performed on those parts of a graph (redexes) which match some LHS of such a rule and can thus evolve to the form specified by the corresponding RHS. Usually ([5]), a graph \(G\) is represented as the tuple \(<N_G, \text{root}_G, \Sigma_{G}, \text{Succ}_G>\) where:
- \(N_G\) is the set of nodes for \(G\)
- \(\text{root}_G\) is a special member of \(N_G\), the root of \(G\)
- \(\Sigma_{G}\) is a function from \(N_G\) to the set of all function symbols
- \(\text{Succ}_G\) is a function from \(N_G\) to the set of tuples \(N_G^*\), such that if \(\text{Succ}(N) = (N_1,...,N_k)\) then \(k\) is the arity of \(N\) and \(N_1,...,N_k\) are the arguments of \(N\).

Note that the arguments of a graph node are identified by position and in fact we write \(\text{Succ}(N, i)\) to refer to the \(i\)th argument of \(N\) using a left-to-right
ordering. The context-free grammar for describing a graph could be something like

\[
\text{graph} ::= \text{node} \mid \text{node+graph} \\
\text{node} ::= A(\text{node}, \ldots, \text{node}) \mid \text{identifier} \mid \text{identifier} :: A(\text{node}, \ldots, \text{node})
\]

where \( A \) ranges over a set of function symbols and \( \text{identifier} \) is simply a name for some node.

As an illustrative example of how computation in a Term Graph Rewriting System evolves we can view the evaluation of the following expression as rewriting of terms or trees, which are restricted forms of graphs:

\[
\begin{align*}
2 + (3 \cdot 4) & \\
& \begin{array}{c}
+ \\
2 \quad \ast \\
3 \quad 4
\end{array}
\end{align*}
\]

This rewrites to the following one:

\[
2 + 12 \\
\begin{array}{c}
+ \\
2 \quad 12
\end{array}
\]

And finally to:

\[
14 \\
\begin{array}{c}
14
\end{array}
\]

The usefulness of graph representation is revealed if we have a call to a function \text{square} which is evaluated lazily:

\[
\begin{align*}
\text{square} (2+3) & \\
& \begin{array}{c}
\ast \\
2 \quad 3
\end{array}
\end{align*}
\]

This is rewritten to:

\[
\begin{align*}
(2+3) \cdot (2+3) & \\
& \begin{array}{c}
\ast \\
2 \quad 3
\end{array}
\end{align*}
\]

Then to:

\[
\begin{align*}
5 \cdot 5 & \\
& \begin{array}{c}
\ast \\
5
\end{array}
\end{align*}
\]

And finally to:

\[
\begin{align*}
25 & \\
& \begin{array}{c}
25
\end{array}
\end{align*}
\]

In the associated compiler target language Dacl ([9]), a graph \( G \) is represented as the tuple \( < N_G, \ \text{root}_G, \ Sym_G, \ \text{Succ}_G, \ NMark_G, \ AMark_G > \) where in addition to those parts of the tuple described above we also have:

- \( NMark_G \) which is a function from \( N_G \) to the set of node markings \( \{ \varepsilon, \ast, \#^n \} \)
- \( AMark_G \) which is a function from \( N_G \) to the set of tuples of arc markings \( \{ \varepsilon, \ast \}^n \)

A Dacl rule is of the form
Pattern -> Contractum, x₁=y₁,..., xᵢ=yᵢ,
 H₁,x₁,...,Hᵢ,xᵢ

where after matching the Pattern of the rule with a piece of the graph representing the current state of the computation, the Contractum is used to add new pieces of graph to the existing one and the redirections x₁=y₁,..., xᵢ=yᵢ are used to redirect a number of arcs (where the arc pointing to the root of the graph being matched is usually also involved) to point to other nodes (some of which will usually be part of the new ones introduced in the Contractum); the last part of the rule H₁,...,Hᵢ specifies the state of some nodes (idle, active or suspended).

The Contractum is also a Dactl graph where however the definitions for node identifiers that appear in the Pattern need not be repeated. So, for example, the following rule

\[ r: F(x: \text{(ANY-INT)}) \ y: \text{(CHAR+STRING)} \ v₁: \text{REWRITABLE} \ v₂: \text{REWRITABLE} \]
\[ \rightarrow \text{ans: True, d₁: 1, d₂: 2,} \]
\[ r: \text{= \text{ans}, v₁: \text{= d₁, v₂: \text{= d₂;}} \]

will match that part of a graph which is rooted at a (rewritable) symbol F with four descendants where the first matches anything (ANY) but an integer, the second either a character or a string and the rest overwritable symbols. Upon selection, the rule will build in the contractum the new nodes ans, d₁ and d₂ with patterns True, 1 and 2 respectively; finally, the redirections part of the rule will redirect the root F to ans and the sub-root nodes v₁ and v₂ to 1 and 2 respectively. The last two non-root redirections model effectively assignment. A number of syntactic abbreviations can be applied which lead to the following shorter presentation of the above rule

\[ F(x: \text{(ANY-INT)} \ y: \text{(CHAR+STRING)} \ v₁: \text{REWRITABLE} \ v₂: \text{REWRITABLE} \]
\[ \rightarrow \text{\text{= True, v₁: \text{= 1, v₂: = 2;}} \]

where \( \rightarrow \) is used for root overwriting and node identifiers are explicitly mentioned only when the need arises. Finally, note that all root or sub-root overwritings involved in a rule reduction are done atomically. So in the above rule the root rewriting of F and the sub-root rewritings of v₁ and v₂ will all be performed as an atomic action.

The way computation evolves is dictated not only by the patterns specified in a rule system but also by the control markings associated with the nodes and arcs of a graph. In particular, * denotes an active node which can be rewritten and \# denotes a node waiting for n notifications. Notifications are sent along arcs bearing the notification marking \#. Computation then proceeds by arbitrarily selecting an active node \( t \) in the execution graph and attempting to find a rule that matches at \( t \). If such rule does not exist (as, for instance, in the case where \( t \) is a constructor) notification takes place: the active marking is removed from \( t \) and a "notification" is sent up along each ^-marked in-arc of \( t \). When this notification arrives at its (necessarily) \#-marked source node \( p \), the ^ mark is removed from the arc, and the \( n \) in \( p \)’s \# marking is decremented. Eventually, \# 0 is replaced by *, so suspended nodes wake when all their subcomputations have notified.

Now suppose the rule indeed matches at active node \( t \). Then the RHS of that rule specifies the new markings that will be added to the graph or any old ones that will be removed. In the example above, for instance, the new nodes ans, d₁ and d₂ are activated. Since no rules exist for their patterns (True, 1 and 2 are "values"), when their reduction is attempted, it will cause the notification of any node bearing the # symbol and its immediate activation. This mechanism provides the basis for allowing a number of processes to be coordinated with each other during their, possibly concurrent, execution.

Thus, a possible encoding in Dactl of the previous two programs could be the following one, where some other features of the language such as module support are also being illustrated.

\[ \text{MODULE ExprEx;} \]
\[ \text{IMPORTS Arithmetic;} \]
\[ \text{RULE} \]
\[ \text{INITIAL} \rightarrow \text{#Addl[ 2 \ ^\text{\#} \text{Iml[ 3 4 ]} ];} \]
\[ \text{ENDMODULE ExprEx;} \]

\[ \text{MODULE SquareEx;} \]
\[ \text{IMPORTS Arithmetic;} \]
\[ \text{SYMBOL REWRITABLE Square;} \]
\[ \text{RULE} \]
\[ \text{Square[ n ]} \rightarrow \text{#Iml[ \ ^\text{\#} n ];} \]
\[ \text{INITIAL} \rightarrow \text{\*Square[ \text{Addl[ 2 3 ]} ];} \]
\[ \text{ENDMODULE SquareEx;} \]

The sequence of evaluation in these cases is as follows (where INITIAL denotes the first rule in a Dactl program to be rewritten); for the first program we have:

\[ \text{*INITIAL} \rightarrow \text{#Addl[ 2 \ ^\text{\#} \text{Iml[ 3 4 ]} ]} \]
\[ \rightarrow \text{#Addl[ 2 \ ^\text{\#} 12 ]} \]
\[ \rightarrow \text{\*Addl[ 2 12 ]} \]
\[ \rightarrow \text{\*14} \]

and for the second one we also have:

\[ \text{*INITIAL} \rightarrow \text{\*Square[ \text{Addl[ 2 3 ]} ]} \]
\[ \rightarrow \text{#Iml[ \ ^\text{\#} \text{Addl[ 2 3 ]} ; n ]} \]

64
\[
\text{Fib}[n \text{ m}] \rightarrow *\text{Last}[0], *\text{Current}[1], *\text{Compute}[n], *\text{Result}[m];
\]

\[
\text{Compute}[n], \text{Last}[x], \text{Current}[y] \rightarrow
\#\text{Compute}[**\text{ISub}[n 1]],
\#\text{Current}[**\text{IAdd}[x y]], *\text{Last}[y];
\]

\[
\text{Compute}[0], \text{Current}[n], \text{Result}[m: \text{Var}] \rightarrow
m:=*n;
\]

with the following one which is written in a traditional concurrent logic style (a functional style could also be employed instead).

\[
\text{Fib}[n:(0+1) m: \text{Var}] \rightarrow m:=*n;
\]

\[
\text{Fib}[n: \text{INT} m: \text{Var}] \rightarrow
\#\text{Fib}[**\text{ISub}[n 1] m: \text{Var}],
\#\text{Fib}[**\text{ISub}[n 2] m: \text{Var}],
m:=*\text{IAdd}[m l \text{ \text{\&\text{l\text{\&\text{l}}}}};
\]

\[
\text{Fib}[n: \text{Var} m] \rightarrow \#\text{Fib}[n m];
\]

As discussed in [1], in the former version the size of the proof of \(\text{Fib}[n m]\) is proportional in \(n\) and the number of intermediate results which need to be stored is always 2. The trick is to keep the last computed value for the next step of the computation (by passing \text{Current}'s argument to \text{Last}) and then get rid of it. In contrast note that in the traditional encoding of the Fibonacci function proofs grow exponentially with respect to \(n\). Incidentally, we recall that + is the union operator; so in the second version of \text{Fib}, the first rule will be selected if the argument \(n\) is either a 0 or a 1 and the second is a variable.

An important point to note in the use of multiple heads is the fact that upon matching a set of nodes forming the LHS of some rule, the rewriting to the corresponding RHS will also cause the removal of these nodes from the graph apparatus. To be more precise, rules such as the second one in the first version of \text{Fib} are actually written as follows:

\[
r1: \text{Compute}[n], r2: \text{Last}[x], r3: \text{Current}[y] \rightarrow
\#\text{Compute}[**\text{ISub}[n 1]],
\#\text{Current}[**\text{IAdd}[x y]], *\text{Last}[y],
r1:=*\text{GARbage}, r2:=*\text{GARbage},
r3:=*\text{GARbage}.
\]

Thus, the multiple TGR rules exhibit a "linear" behaviour ([1,4]) where heads forming the LHS of a matched rule denote resources which must be consumed whereas those redexes created in the RHS instead denote resources which can be created. This is the sort of behaviour we want when multiple heads are meant to be used in modelling object-oriented behaviour as will be shown in section 5. However, as we shall see when we discuss the modelling of CCP in the next section, we may want to retain these heads after a reduction has been performed by
means of a matched rule. This can be done easily and efficiently by simply including the respective head id (such as r1, x2 or r3 above) in the RHS of the rule. In general and for reasons of readability we will refrain from redirecting explicitly the heads of a matched rule to the atom GARBAGE, although it should be assumed as taking place for every such head with the exception of those whose head ids appear also in the RHS of the rule.

Finally, note that the overwhelming majority of theoretical results that have developed for TGRS ([5,21]) carry over to the case where multi-headed rewrite rules are involved in a computation. So our underlying theoretical framework requires no semantic extensions.

4. Concurrent Constraint Programming Using Multi-Headed TGRS

One of the advantages of mapping a computational model onto TGRS is that all objects involved in the computational model (data values, variables, agents, constraints, etc.) are represented uniformly as graph nodes shared by arcs. In addition, all operations performed by the computational model (instantiation of variables, communication and synchronisation of concurrently executing processes, etc.) are effectively modelled by modifying a representative graph structure as dictated by associated sets of rewrite rules.

The consequence of TGRS exhibiting these characteristics is that in mapping the CCP formalism onto it all activities associated with both agent behaviour and constraint solving can be represented uniformly. The main advantages of such an approach is that the interaction between the two components of a CCP program (agents and constraints), as they both evolve in the concurrent execution of a CCP program, can now be clearly seen; this is contrary to the "black box" approach that it is often adopted where the constraint solving is completely isolated and invisible to the user program. Thus: i) it is possible to examine the way constraint solving influences the execution of the user program, ii) the constraint system, not being fixed, can be tailored to the needs of the user program, iii) reasoning about the (concurrent) execution of a user program can be done more easily, iv) the resultant model increases concurrency a) between agents and constraints and b) within the agents and the constraints themselves.

The ability of TGRS to model both agents and constraints uniformly is illustrated in the following figure which shows the graphical representation of a store containing the agents F(x y z) and G(y z w) and the constraints <x=1, y=2, z<=w>.

Agents, constraints and arguments to them are all represented by graph nodes; relationships between them is represented by arcs connecting the appropriate nodes. Note that the direction of the arcs indicates which nodes are arguments to other nodes (so, for instance, LessEq has as arguments z and w).

We show now how all the main activities in the execution of a CCP program as described in section 2 are modelled by graph transformations.

4.1 Entailment Relation

The entailment relation ⊦ can be modelled in TGRS by noting that each entailment pair <t1, ..., tn ⊦ t> can be simulated effectively by atell operation. In particular, since if <t1, ..., tn ⊦ t> we have that t1, ..., tn ⊓ t is consistent, we can model the above entailment pair by means of the following TGRS rule

\[ x_1:t_1, ..., x_n:t_n \rightarrow \neg x_1, ..., \neg x_n, \neg t; \]

making use of multi-headed left hand sides. Note here the repetition of the head ids x1, ..., xn in the RHS of the rule. We recall from section 3.1 that heads in the LHS of a matched rule are actually removed from the graph upon rewriting to the RHS of the rule. Since constraints in CCP are added to the store monotonically (i.e. an added constraint can never be removed), we want to retain the matched constraints after rule reduction has been performed. This is achieved in the way shown above which in fact is an optimisation for the similar rule

\[ t_1, ..., t_n \rightarrow t_1, ..., t_n, \neg t; \]

where we garbage collect t1, ..., tn only to create them again immediately.
A more concrete example follows promptly (where \( \Rightarrow \) is taken to mean "it translates to").
\[
\begin{align*}
\langle x=1, y=y \mid y=1 \rangle & \quad \Rightarrow \\
& \quad x:1, y:EQ[x y] \Rightarrow \ast x, \ast y, \ast y:=1;
\end{align*}
\]

4.2 Asking and Nondeterministic Selection

The way the ask constraint and the nondeterministic selection operator \( \ast \) is modelled is shown below.
\[
\begin{align*}
f(x, y, z) :: \rightarrow & \text{ask}(x=1) \rightarrow g(y) \\
& \ast \text{ask}(y=2) \rightarrow h(z)
\end{align*}
\]
\[
\Rightarrow
\]
\[
\begin{align*}
F[x:Var, y, z] & \rightarrow \#F[\ast x, y, z] \\
F[x:1, y, z] & \rightarrow \ast G[y] \\
F[x:Var, y, z] & \rightarrow \#F[\ast x, y, z] \\
F[x:2, y, z] & \rightarrow \ast H[z]
\end{align*}
\]

In particular, ask is modelled by means of pattern matching and the nondeterministic behaviour of the \( \ast \) operator is captured by the parallel rule separator \( | \) which indicates that both rules for \( F \) should be tried for matching concurrently (and also by the overlapping patterns in the left hand sides of the two rules as in the original program). The suspension in the first and third rules (which cannot be determined whether the corresponding ask operations can be satisfied (in this case because the variables involved are still uninstantiated).

4.3 Telling

The tell constraint is modelled as follows.
\[
\begin{align*}
f(x, y, z) :: \rightarrow & \text{tell}(x=1, y>5) \rightarrow g(z)
\end{align*}
\]
\[
\Rightarrow
\]
\[
\begin{align*}
F[x, y, z] & \rightarrow x:=1, \ast G[y, z], \ast G[z]
\end{align*}
\]

Note that more complicated constraints such as \( > \) (greater than) are translated into equivalent elementary functions which effectively simulate a large (even infinite) number of rewrite rules. Also, we recall that the above rule models eventual publication of told constraints. To model atomic publication the non trivial requirement of locking an arbitrary part of the graph would have to be satisfied.

4.4 Parallel Composition and Existential Quantification

The modelling of the last two fundamental activities of a CCP program is done as follows.
\[
\begin{align*}
f(x) :: & \exists y. g(x, y) \ast \exists z. h(x, z) \\
& \Rightarrow \\
& F[x] \rightarrow \ast G[x, y], y:Var, \ast H[x, z], z:Var;
\end{align*}
\]

Since in TGRS there is no concept of a variable, a new variable is denoted by creating a node with the special pattern \( \text{Var} \) which is interpreted by all agents as representing an unquantified variable.

As a final example we consider the following CCP fragment of a program implementing the N Queens problem.

\[
\begin{align*}
\text{queen}(n, a) :: & \exists l. (\text{gen}(n, l) \ast \\
& \text{queen}(l, [], [], a, [])) \\
\text{queen}(cl, ncl, 1, s0, s2) :: & \ast \text{ask}(cl=[cf|cr]) \rightarrow \\
& \exists l. (\text{check}(cf, cr, ncl, 1, s0, s1) \ast \\
& \text{queen}(cr, [cf|ncl], 1, s1, s2)) \\
& \ast \text{ask}(cl=[|, ncl=[]]) \rightarrow \text{tell}(s0=1|s2) \\
& \ast \text{ask}(cl=[|, ncl=[]]) \rightarrow \text{tell}(s0=s2)
\end{align*}
\]

\[
\begin{align*}
\text{gen}(n, x) :: & \ast \text{tell}(x=1) \\
& \ast \text{ask}(n>0) \rightarrow \\
& \exists m xs. (\text{tell}(x=n|xs), \\
& \text{tell}(m=n-1)) \\
& \rightarrow \text{gen}(m, xs)
\end{align*}
\]

Its translation to an equivalent set of TGRS rules is shown below.

\[
\begin{align*}
\text{Queen}(n, a) & \rightarrow \ast \text{Gen}(n, 1), \\
& \ast \text{Queen}(l, \text{Nil}, \text{Nil}, a, \text{Nil}), \\
& l:Vars
\end{align*}
\]

\[
\begin{align*}
\text{Queen}(cl, \text{Cons}[cf|cr], ncl, 1, s0, s2) & \rightarrow \\
& \ast \text{Check}(cf, cr, ncl, 1, s0, s1), \\
& \ast \text{Queen}(cr, [cf|ncl], 1, s1, s2), \\
& s1:Vars
\end{align*}
\]

\[
\begin{align*}
\text{Queen}(cl, \text{Nil}, ncl, \text{Nil}, 1, s0, s2) & \rightarrow \\
& \ast \text{Eq}(s0, s2), \\
\text{Queen}(cl, \text{Var}, ncl, \text{Var}, 1, s0, s2) & \rightarrow \\
& \ast \text{Eq}(s0, s2)
\end{align*}
\]

\[
\begin{align*}
\text{Gen}(n, 0, 1) & \rightarrow \ast \text{Eq}(1, \text{Nil}), \\
\text{Gen}(n, [\text{INR}-0], 1) & \rightarrow \\
& \ast \text{Eq}(1, \text{Cons}(n, \text{Nil})), \ast \text{Eq}(m, \text{Nil}) \ast \text{Isub}(n, 1), \\
& \ast \text{Gen}(m, \text{Nil}), m:Vars, l0:Vars
\end{align*}
\]

\[
\begin{align*}
\text{Gen}(n, \text{Var}, 1) & \rightarrow \ast \text{Gen}(\ast n, 1)
\end{align*}
\]
Incidentally, we recall that the keyword ANY will match any node and thus patterns like (INT-0) will match any integer but 0.

One of the advantages of using TGRS is that the fine grain execution of the CCP program is completely visible to the programmer (in the Dactl environment, for instance, it is possible to trace the execution of a program) and thus a number of properties about the program's behaviour can be revealed. As an example if we trace the execution of the goal Gen[1 Var] we get the graph structure shown above.

Simple lines denote evolution of agents, arrows denote sharing of data structures and the thick arrows highlight the data dependencies between agents during their evolution. By examining the graph, one is able to notice, for instance, that in order for the agent Gen (and hence the associated constraint Eq) in the right hand side of the graph to be able to evolve, its first argument (n) must first be instantiated by the other Eq constraint. Thus one can use this knowledge about the partial ordering of events to derive a better coding, either at a lower than the TGRS level or even at the TGRS one by transforming the second rule for Gen to the following one.

Gen[n: (INT-0) 1] ->
*Eq[1 Cons[n lsl]], #Eq[m ^ISub[n 1]],
#Gen[^m lsl], m:Var, lsl:Var]

Here note that the recursive Gen will remain inactive until its first argument is instantiated by the Eq constraint thus saving some unnecessary overhead of activation and immediate suspension.

5. Object-Oriented Programming
Using Multi-Headed TGRS

The relationship between multi-headed TGRS rewrite rules of the form

H1, ..., Hn -> B

and Object-Oriented Programming can be understood if one views the multiple heads H1, ..., Hn as object “slots” for method invocation. Encapsulation and hiding is then modelled by having rewrite rules which use only a subset of H1, ..., Hn. Also, inheritance is achieved by creating objects which inherit heads H from either a single other object (single inheritance) or many objects (multiple inheritance). The following example, the unavoidable 2-D point, illustrates the above points. Such a point could be represented by means of the following set of head patterns:

p: Point, mess: (Var+Cons[ANY ANY]),
x: X_COORD[INT], y: Y_COORD[INT]

The first pattern plays the role of the class id (an object of type Point), the second is a stream of messages to the object being at any time either a list of such messages or an uninstanciated variable, and the rest are this object’s arguments (in this case an X and a Y coordinate in the form of integers). Thus a 2-D point at coordinates (1.2) is modelled by the context

Point, (Var+Cons[ANY ANY]),
x_COORD[1], y_COORD[2]

Now using multi-headed LHS one can define methods for such an object as follows.
Point, Cons[Clear rest],
  X_COORD[x:INT], Y_COORD[y:INT]
  ->
  Point, rest, X_COORD[0], Y_COORD[0];

Point, Cons[Move(dx dy) rest],
  X_COORD[x:INT], Y_COORD[y:INT]
  ->
  Point, rest, \#X_COORD[^**IAdd(dx x)],
  \#Y_COORD[^**IAdd(dy y)];

p:Point, message_list:Var, x, y
  ->
  p, message_list, x, y;

The first rule defines a clear method; note here that the old values of the X and Y coordinates disappear implicitly due to the linear behaviour of the rule as explained in section 3.1 and are substituted by the 0 value in the RHS of the same rule. The second rule makes use of the built-in functions for arithmetic to define a Move method. Finally, the last rule suspends execution of the context if no messages have been sent to the object.

One could also define the following method which projects the target point on the x-axis.

Point, Cons[ProjectX rest], Y_COORD[y:INT]
  -> Point, rest, Y_COORD[0];

Note that the particular method does not need to know the value of the x-coordinate. Now it is also possible to define methods for a coloured 2-D point.

Point, Cons[GetColour(m:Var) rest],
  X_COORD[x:INT], Y_COORD[y:INT],
  Colour[c:COLOUR]
  ->
  Point, rest, XCOORD[x], YCOORD[y],
  Colour[c1, m=c];

The above method returns in m (which must be a variable) the colour of the 2-D point, thus employing the back-communication technique used in concurrent logic languages. Note that all previously defined methods for any 2-D point are still applicable to the case of a coloured one. Note also that COLOUR is a user-defined pattern denoting the way this particular class is represented in the system.

In the same way, methods for a 3-D coloured point can be defined as follows.

Point, Cons[Set_3DBlack rest],
  X_COORD[x:INT], Y_COORD[y:INT],
  Z_COORD[z:INT], Colour[c:COLOUR]
  ->
  Point, rest, XCOORD[x], YCOORD[y],
  ZCOORD[z], Colour[Black];

Again all methods defined for a 2-D and a 2-D coloured point are applicable to a 3-D coloured one. Thus we see that the use of multi-headed rules implements single and multiple inheritance directly whereas in other similar models such as concurrent logic languages the same functionality can be achieved by the, rather indirect, technique of delegation.

6. Conclusions

We have presented a highly parallel execution model for Object-Oriented Concurrent Constraint Programs using as a common uniform formalism the Term Graph Rewriting computational model. The approach we have used to support Object-Oriented Programming techniques complements the one we propose in [19] where we introduce records. It is also closely related to the LO model proposed in ([11]); however, our model is effectively a subset of that one and restricts computation within a single context (being similar in this sense to the model proposed in [11]). As far as Concurrent Constraint Programming is concerned, our approach is similar to the one presented in [17] where, however, graph grammars are used instead.

The advantages of using the TGRS model for Object-Oriented Concurrent Constraint Programming can be summarised as follows:

- The model is highly parallel at all levels of interaction between the concurrently executing entities (agents, objects, constraints, etc.).
- The uniform representation and handling of the activities associated with both the Object-Oriented and the Concurrent Constraint components offers a natural integration mechanism and facilitates the reasoning about the run-time behaviour of programs.
- Since TGRS languages have been implemented on parallel configurations ([14,21]) the mappings we have described in this paper effectively form an implementation apparatus.

We are currently examining ways to efficiently implement the multi-headed pattern matching and in the process we draw expertise from other models ([11,11,16]) which use similar mechanisms.
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