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Abstract
We consider a computing system where a master processor assigns a task for execution to

worker processors that may collude. We model the workers’ decision of whether to comply

(compute the task) or not (return a bogus result to save the computation cost) as a game

among workers. That is, we assume that workers are rational in a game-theoretic sense.

We identify analytically the parameter conditions for a unique Nash Equilibrium where the

master obtains the correct result. We also evaluate experimentally mixed equilibria aiming

to attain better reliability-profit trade-offs. For a wide range of parameter values that may be

used in practice, our simulations show that, in fact, both master and workers are better off

using a pure equilibrium where no worker cheats, even under collusion, and even for collud-

ing behaviors that involve deviating from the game.

Introduction

Motivation and prior work
The need for high-performance computing, the partial availability of resources in personal
computers (such as CPU and GPU), and the wide access to the Internet, have led to the devel-
opment of Internet-based computing. Internet-based computing is mostly embraced by the sci-
entific community in the form of volunteer computing. That is, a system where participants
contribute their idle computing resources to solve scientific problems. Among the most popu-
lar volunteering projects is SETI@home [1] running on the BOINC [2] platform. Computing
platforms where users contribute for profit also exist, for example, Amazon’s Mechanical Turk
[3]. Unfortunately, although the potential of such systems is great, the use of Internet-based
computing is constrained by the untrustworthy nature of the platform’s components [2, 4].

In Internet-based Master-Worker task computing systems amaster process sends tasks,
across the Internet, to worker processes. Workers are expected to execute and report back the
result. However, these workers are not trustworthy, hence, they might report incorrect results
[2, 5, 6]. Prior work has considered different approaches in tackling this shortcoming. A “clas-
sical” Distributed Computing approach is to model malfunctioning (hardware or software
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errors) or cheating (intentional wrongdoing) asmalice. That is, it is assumed the presence of
some workers that wish to hamper the computation returning always an incorrect result. On
the other hand, non-malicious workers are modeled as altruism. That is, it is assumed the pres-
ence of other workers who always return the correct result. Under this classical model, malice-
tolerant protocols have been considered [7–9] where the master takes the result returned by
the majority of workers. A Game-theoretic approach to deal with untrustworthiness is to as-
sume that workers are rational [4, 10, 11]. That is, based on the strategy that best serves its self-
interest, a worker decides whether to compute and return the correct result or return a bogus
result. Under this game-theoretic model, incentive-based algorithmic mechanisms have been
devised [12–14]. These mechanisms employ reward/punishment schemes to “enforce” rational
workers to act correctly. More recent works [15, 16] have combined these two approaches and
devised mechanisms assuming the co-existence of altruistic, malicious and rational workers.
For a discussion on the connection between Game Theory and (distributed) computing we
refer the reader to the book by Nisan et al. [17] and the survey by Abraham et al. [18].

With respect to collusion, in [19, 20] workers are assumed to have a predefined behavior
(they are always faulty or always correct). In both papers, the goal is to identify colluders statis-
tically, which requires multiple rounds of worker computation. Rather than focusing on collu-
der detection, in the present paper, we design mechanisms that yield the correct task
computation, despite collusions. Furthermore, in our work each worker computes a task at
most once. The benefit of one-round per task mechanisms is partially supported by the work of
Kondo et al. [21]. In such work it was demonstrated experimentally that, in master-worker
computations, tasks may take much more than one day of CPU time to complete.

In a work directly related to the present paper [14], master-worker computations with ratio-
nal colluding workers are also studied. In their model, the master can audit the results returned
by rational workers with a tunable probability. Bounds on the audit probability that guarantee
that workers have incentives to be honest are shown. The study is carried out for three scenari-
os: redundant allocation of tasks with and without collusion, and single-worker allocation.
They conclude that, for their model, single-worker allocation is a cost-effective mechanism,
specially in presence of collusion. The form of collusion considered is close to ours: within the
same group, either all processors cheat or are honest. However, our analysis and simulations
provide a much deeper understanding of the impact of collusions on the master-worker prob-
lem. Furthermore, our work considers a richer payoff model and probabilistic cheating, yield-
ing interesting tradeoffs between the utility of the master and the probability of obtaining an
incorrect result.

To the best of our knowledge, with the exception of the works discussed above, workers
have been always assumed to interact only with the master. That is, no explicit worker collusion
that models interaction among workers is considered. (In some works, it is assumed that cheat-
ing workers would return the same incorrect answer, without them interacting with each other.
This is an implicit and weak form of collusion assumed as a worst case for a voting-based
mechanism, as workers returning different incorrect answers would less likely reach a majori-
ty.) However, one cannot exclude the possibility of collusion, for example, as in Sybil attacks
[22]. In this paper, we study the impact of collusion and the tradeoffs involved in Internet-
based Master-Worker task computing, under the assumption that workers are rational in a
game-theoretic sense.

Other related work in the area of cloud service and cloud computing includes [23, 24]. Al-
though the overall setting and methodologies considered are different from ours, their objective
is similar to ours: increase the trustworthiness of the system.
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Contributions
Our main contributions are as follows:

1.Wemodel the Master-Worker Internet-based task computation as a game among rational
workers under collusion (cf. Section 2). Each worker chooses whether to be honest (i.e., compute
and return the correct task result) or a cheater (i.e., fabricate a bogus result and return it to the mas-
ter) based on which of the two strategies increases its utility (benefit). In addition, we consider
worker collusion: collections of workers form groups. Within each group, workers decide on a com-
mon strategy that would provide greater expected benefit. Neither the master nor other workers
outside of a colluding group are aware of the collusion. The model is enhanced with a collection of
realistic payoff parameters to quantify the benefit of the master and the workers. These parameters
can either be fixed because they are system parameters or be chosen by the master.

2. Under this model, we design algorithmic mechanisms that provide the necessary incen-
tives for the workers to truthfully compute and report the correct result, despite collusion. The
objective of the design is twofold: maximize the probability of obtaining the correct result (reli-
ability) and maximize the master utility (maximizing profit or minimizing cost if profit is not
possible). In short, the mechanism works as follows (cf. Section 4): The master assigns the task

to n workers. Each worker i cheats with probability pðiÞC and the master verifies the answers with
some probability pV (verification comes at a cost–see Section 2). If the master verifies, it re-
wards the honest workers and penalizes the cheaters. If the master does not verify, it accepts
the answer returned by the majority of workers and rewards these workers only. However, it
does not penalize the workers in the minority, given that the majority may be actually cheating.
Workers may collude in which case the workers belonging to the same group decide homo-
geneously: either all cheat or all are honest (for more details on collusion see Section 2).

3. The workers’ decision of whether to cheat or not is modeled as a game. As typical in algo-
rithmic mechanism design [10, 25], the master induces a Nash Equilibrium (NE) [26]. When
this NE is followed by the workers, the outcome has the desired properties (reliability and utili-
ty). We analyze the game and identify the conditions under which unique NE is achieved (cf
Section 3). The reason for uniqueness is to force all workers to the same strategy (this is similar
to strong implementation in Mechanism Design [27]). Each unique NE results in a different
benefit for the master and a different probability of accepting an incorrect result. Thus, the
master can choose the game conditions for the unique NE that best fits its goals.

4. To demonstrate the practicality of the analysis, we design mechanisms for two specific real-
istic scenarios. These scenarios reflect, in their fundamental elements, (a) a system of volunteer
computing (e.g., SETI), and (b) a company that buys computing cycles from participant comput-
ers and sells them to its customers in the form of a task-computation service (e.g., Amazon’s Me-
chanical Turk). The analysis provided for these scenarios comprises implicitly a mechanism to
decide how to carry out the computation. Our analysis reveals interesting tradeoffs between reli-
ability and utility (see Section 4). A general conclusion drawn from the analysis with respect to
worker collusion is that, in order to guarantee a unique equilibrium for any parameter values, all
groups, colluding or singletons, must decide whether to cheat or not deterministically.

5.We carry out extensive simulations of our mechanisms for the contractor scenario in an
attempt to better understand the impact of worker collusion (cf Section 5). Specifically our sim-
ulations are designed to investigate whether consideringmixed equilibria yields better tradeoffs
for the master and/or the workers, and whether the workers would benefit more if they did not
follow the NE induced by the master (i.e., deviate from the game). For a wide range of parame-
ter values (that may be used in practice), our simulations show that all parties, the master and
the workers, are better-off using a pure equilibrium where no worker cheats, even under collu-
sion, and even for colluding behaviors that involve deviating from the game.
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Model and Definitions

Framework
Setting:We consider a distributed system consisting of a master processor that assigns a
computational task to a set of workers to compute and return the result. The tasks considered
in this work are assumed to have a unique solution. Although such limitation reduces the
scope of application of the mechanisms presented [28], there are plenty of computations where
the correct solution is unique, e.g., any mathematical function.

Master verification and worker rationality: It is assumed that the master has the possibility
of verifying whether the value returned by a worker is the correct result of the task. It is also as-
sumed that verifying an answer is computationally easier than computing the task [29] (e.g.,
numerical computations), but the correct result of the computation is not obtained if the verifi-
cation fails (e.g., when all workers cheat). (Alternatively, one might assume that the master ver-
ifies by simply performing the task and checking the answers of the workers. Our analysis can
easily be modified to accommodate this different model.) As in [12–14], workers are assumed
to be rational and seek to maximize their benefit, i.e., they are not destructively malicious. We
note that this assumption can conceptually be justified by the work of Shneidman and Parkes
[11] where they reason on the connection of rational players (of Algorithmic Mechanism De-
sign) and workers in realistic P2P systems. Furthermore, we do not consider unintentional er-
rors produced by hardware or software problems. As already mentioned, the master verifies

with probability pV, and the each worker i cheats with probability pðiÞC .
Collusion:We consider a form of collusion that covers realistic types such as Sybil attacks

[22]). Within any given colluding group workers act homogeneously, i.e., either all choose to
cheat, or all choose to be honest. The decision is perhaps randomized tossing a unique coin. In
the case that a colluding group chooses to be honest, then only one of the workers computes
the task (saving computing cost). In the case that that a colluding group chooses to cheat, then
they simply agree on a bogus result. In either case they return the agreed result to the master.
In addition, we assume that all “cheating groups” return the same incorrect answer if there is
more than one. Both assumptions, homogeneous behavior within groups and unique incorrect
answer, are adversarial. Since the master accepts the majority, this colluding strategy maxi-
mizes the chances of cheating the master. Being this the worst case (see also [9]), it subsumes
models where cheaters do not necessarily return the same answer. We assume that, if a worker
does not compute the task, the probability of guessing the correct answer is negligible. We also
assume that the overall number of colluders is not a majority. The assumption comes naturally
from the fact that the set of workers is a choice of the master, who can select arbitrarily from a
large population making the likelihood of choosing many related workers low, specially for a
one-shot computation. With respect to the master, we assume that it is not aware of which
workers are colluding, although it is aware that collusion may occur.

Game definition
We now define formally a game “played” by the workers in a game theoretic sense. We summa-
rize the notation in Table 1 for easy reference. We assume that the master hires an odd number
of workers n� 3 to be able to apply a voting strategy and to avoid ties. In order to model collu-
sion among workers, we view the set of workers as a set of non-empty subsetsW = {W1, . . .,

Wℓ} such that
P‘

i¼1 j Wi j¼ n andWi \Wj = ; for all i 6¼ j, 1� i, j� ℓ. We refer to each of
these subsets as a group of workers or a group for short. We also refer to groups as players.
Workers acting individually are modeled as a group of size one. It is assumed that the size of
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each group is known only to the members of the group. Other than that, we assume that work-
ers have complete information on the algorithm and the parameters involved.

For succinctness, we express a strategy profile as a collection of individual strategy choices
together with collective strategy choices. For instance, si = C, R−i, F−i, T−i stands for a strategy
profile s where groupWi chooses strategy C (to cheat), a set R−i of groups (where groupWi is
not included) randomize their strategy choice with probability pC 2 (0, 1), a set F−i of groups
deterministically choose strategy C, and a set T−i of groups deterministically choose strategy �C

(to be honest). We require that, for each groupWi, p
ðiÞ
C ¼ 1� pðiÞ�C . Whenever all groups use the

same probability, we drop the superindex (i) for clarity. Also, whenever the strategy is clear
from context, we refer to the expected utility of groupWi as Ui.

Equilibrium definition
We define now the conditions for the equilibrium. In the context of collusion, the probability
distributions are not independent among members of a group. Furthermore, the formulation
of equilibrium conditions among individual workers would violate the very definition of equi-
librium since the choice of a worker does change the choices of other workers. Instead, equilib-
rium conditions are formulated among groups. Of course, the computation of an equilibrium
might not be possible since the size of the groups is unknown. But, finding appropriate condi-
tions so that the unique equilibrium is the same independently of that size, the problem may be
solved. As we will see in the analysis, knowing some bound (e.g. the trivial one) on the size of
the smallest and/or largest group is enough. Moreover, as we will see in simulations, deviating
from this expected behavior is against workers’ interest in practice. It is important to notice
that although the majority is evaluated in terms of number of single answers, this fact has no
impact on correctness of the equilibrium formulation.

We recall [30] that, for any finite game, a mixed strategy profile σ� is amixed-strategy Nash
equilibrium (MSNE) if, and only if, for each player π,

Upðsp; s�
�pÞ ¼ Upðs0p; s�

�pÞ; 8sp; s0p 2 suppðs�
pÞ; ð1Þ

Upðsp; s�
�pÞ � Upðs0p; s�

�pÞ;
8sp; s0p : sp 2 suppðs�

pÞ; s0p =2 suppðs�
pÞ: ð2Þ

Where s�
p is the probability distribution over pure strategies used by π in σ�, s�

�p is the proba-

bility distribution over pure strategies used by each player but π in σ�, suppðs�
pÞ is the set of

Table 1. Game notation.

W = {W1, . . ., Wℓ} set of worker groups

Si ¼ fC; �C�g set of pure strategies (cheat/not-cheat) available to group Wi

s strategy profile (a mapping from players to pure strategies)

si strategy used by group Wi in the strategy profile s

s
−i strategy used by each player but Wi in the strategy profile s

wðiÞ
s payoff of group Wi for the strategy profile s

σ mixed strategy profile (a mapping from players to prob. distrib. over pure strategies)

σi probability distribution over pure strategies used by group Wi in σ

σ
−i probability distribution over pure strategies used by each player but Wi in σ

pðiÞ
si

probability that group Wi uses strategy si

supp(σi) set of strategies of group Wi with probability > 0 (called support) in σ

Ui(si, σ−i) expected utility of group Wi with mixed strategy profile σ

doi:10.1371/journal.pone.0116520.t001
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strategies of π with probability> 0 (called support) in σ�, and Upðsp; s�
�pÞ is the expected utility

of π in σ�.
In words, given a MSNE with mixed-strategy profile σ�, for each player π, the expected utili-

ty, assuming that all other players do not change their choice, is the same for each pure strategy
that the player can choose with positive probability in σ�, and it is not less than the expected
utility of any pure strategy with probability zero of being chosen in σ�. A fullyMSNE is an equi-
librium with mixed strategy profile σ where, for each player π, supp(σπ) = Sπ, where Sπ is the
whole set of pure strategies available to π.

Payoffs definition
We detail in Table 2 the workers’ payoffs. We also include master payoffs to evaluate its utility.
All the parameters in this table are non-negative.

Notice that we split the reward to a worker intoWBA andMCA, to model the fact that the
cost of the master might be different than the benefit of a worker. In fact, in some models they
may be completely unrelated. Among the parameters involved, we assume that the master has
the freedom of choosing the cheater penaltyWPC and the worker’s rewardWBA. By tuning
these parameters and choosing n, the master achieves the desired trade-off between reliability
and utility. Recall that the master does not know the composition of groups (if there is any).
Hence, benefits and punishments are applied individually to each worker, except for the cost
for computing the taskWCT which is shared among all workers in the same group. Sharing the
cost of computing while being paid/punished individually may provide incentive to collude,
but it models the real-world situation where collusion is secret.

Equilibria Analysis
From Eqs. (1) and (2), we obtain conditions on payoffs and probabilities to attain a unique NE.
A similar analysis was presented in [13] for various games and reward models, but for a model
without collusion. The analysis presented here can be also applied to those models and games
where collusion may appear. We consider a game where the master assigns a computing task
to n workers that “play” (in a game-theoretic sense) among them. Intuitively, it is to the work-
ers’ advantage to be in the majority in case the master does not verify and the majority is re-
warded. Given that workers know the existence of the other workers, including collusions in
the analysis is in order.

For clarity, we partition the set of groups as {F, T, R}, where F [ T [ R =W. F is the

set of groups that choose to cheat as a pure strategy, that is, F ¼ fWi j Wi 2 W ^ pðiÞC ¼ 1g.
T is the set of groups that choose not to cheat as a pure strategy, that is,

T ¼ fWi j Wi 2 W ^ pðiÞC ¼ 0g. R is the set of groups that randomize their choice, that is,

R ¼ fWi j Wi 2 W ^ pðiÞC 2 ð0; 1Þg. Let F−i = F \ {Wi}, T−i = T \ {Wi}, and R−i = R \ {Wi}. Let

Table 2. Master’s and Workers’ Payoffs.

WPC worker’s punishment for being caught cheating

WCT group’s cost for computing the task

WBA worker’s benefit from master’s acceptance

MPW master’s punishment for accepting a wrong answer

MCA master’s cost for accepting the worker’s answer

MCV master’s cost for verifying worker’s answers

MBR master’s benefit from accepting the right answer

doi:10.1371/journal.pone.0116520.t002
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Γ−i be the set of partitions in two subsets (RF, RT) of R−i, i.e., Γ−i = {(RF, RT)jRF \ RT = ; ^ RF [
RT = R−i}. LetE½wðiÞ

s � be the expected payoff of groupWi for the strategy profile s, taking
the expectation over the choice of the master of verifying or not. Then, for each group
Wi 2W and for each strategy profile s−i = R−i, F−i, T−i, we have that Uiðs�i; si ¼ CÞ ¼P

ðRF ;RT Þ2G�i

Q
Wf 2RF p

ðf Þ
C

Q
Wt2RT ð1� pðtÞC ÞE½wðiÞ

s0 �, where s0 is the strategy profile F−i [ RF, T−i [ RT,

si = C; and that Uiðs�i; si ¼ �CÞ ¼ P
ðRF ;RT Þ2G�i

Q
Wf 2RF p

ðf Þ
C

Q
Wt2RT ð1� pðtÞC ÞE½wðiÞ

s00 �, where s@ is the
strategy profile F�i [ RF ;T�i [ RT ; si ¼ �C .

In order to find conditions for a desired equilibrium, we study what we call the utility
differential of a worker, i.e. the difference on the expected utility of a worker if its group chooses
to cheat with respect to the case when the group chooses to be honest. That is, DUiðsÞ ¼
Uiðs�i; si ¼ CÞ � Uiðs�i; si ¼ �CÞ.

For clarity, define NF−i = ∑S 2 F−i[RF jSj and NT−i = ∑S 2 T−i[RT jSj, i.e. the number of cheaters
and honest workers respectively except for those in groupWi. We also define what we call the
payoff differential as the difference on the expected payoff of a worker, the expectation taken
over the choice of the master, if its group chooses to cheat with respect to the case when the
group chooses to be honest. Furthermore, we denote the payoff differential depending on
whether the size of the group has an impact on what is the majority outcome. More precisely,

for each partition (RF, RT) 2 Γi, let Dw
ðiÞ
C ¼ E½wðiÞ

si¼C� � E½wðiÞ
si¼�C �, when NF−i − NT−i > jWij,

DwðiÞ
�C ¼ E½wðiÞ

si¼C� �E½wðiÞ
si¼�C �, when NT−i − NF−i > jWij, and DwðiÞ

X ¼ E½wðiÞ
si¼C� �E½wðiÞ

si¼�C �, when
jNF−i − NT−ij< jWij.

Given that the payoff depends only on the outcome majority, replacing this notation in the
utility differential, we have that ΔUi(s) is

DwðiÞ
C

X
ðRF ;RT Þ2G�i

NF�i�NT�i>jWi j

Y
Wf 2RF

pðf ÞC

Y
Wt2RT

ð1� pðtÞC Þ þ

DwðiÞ
X

X
ðRF ;RT Þ2G�i

jNF�i�NT�i j<jWi j

Y
Wf 2RF

pðf ÞC

Y
Wt2RT

ð1� pðtÞC Þ þ

DwðiÞ
�C

X
ðRF ;RT Þ2G�i

NT�i�NF�i>jWi j

Y
Wf 2RF

pðf ÞC

Y
Wt2RT

ð1� pðtÞC Þ: ð3Þ

Restating Eqs. (1) or (2) in terms of Eq. (3), the equilibrium conditions are, for each group
that does not choose a pure strategy, the differential utility must be zero (8i 2 R, ΔUi(s) = 0);
for each group that chooses to cheat as a pure strategy, the differential utility must not be nega-
tive (8i 2 F, ΔUi(s)� 0); and for each group that chooses to be honest as a pure strategy, the
differential utility must not be positive (8i 2 T, ΔUi(s)� 0).

The following lemma, which is crucially used in the rest of our analysis, shows that, if there
is a given total order among the payoff differentials defined, in order to attain a unique equilib-
rium all groups must decide deterministically. The proof is based on an algebraic argument.

Lemma 1. Given a game as defined, if DwðiÞ
C � DwðiÞ

X � DwðiÞ
�C for every group Wi 2W, then

there is no unique equilibrium where R 6¼ ; (i.e, all groups decide deterministically).
Proof. For the sake of contradiction, assume there is a unique equilibrium σ for which R 6¼ ;

and DwðiÞ
C � DwðiÞ

X � DwðiÞ
�C for every groupWi 2W. Then, for every groupWi 2 R, ΔUi(s) = 0

must be solvable. If DwðiÞ
C � 0, for allWi 2 R, there would be also an equilibrium where all

groups in R choose to cheat and σ would not be unique, which is a contradiction. Consider

now the case where there exists someWi 2 R such that DwðiÞ
C < 0. Then, it must hold that jRj>

1, otherwise ΔUi = 0 is false forWi. Given that jRj> 1, the probabilities given by the
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summations in Equation (3) forWi are all strictly bigger than zero. Therefore, given that ΔUi =

0 must be solvable, at least one of DwðiÞ
X > 0 and DwðiÞ

�C > 0must hold, which is also a contradic-

tion with the assumption that DwðiÞ
C � DwðiÞ

X � DwðiÞ
�C .

Replacing appropriately the payoffs detailed in Table 2, we obtain for any groupWi 2W

DwðiÞ
C ¼ �pV j Wi j ðWPC þ 2WBAÞþ j Wi j WBA þWCT ; ð4Þ

DwðiÞ
X ¼ �pV j Wi j ðWPC þWBAÞ þWCT ; ð5Þ

DwðiÞ
�C ¼ �pV j Wi j WPC� j Wi j WBA þWCT : ð6Þ

In the equations above, it holds that DwðiÞ
C � DwðiÞ

X � DwðiÞ
�C for allWi 2W. Then, by Lemma

1, there is no unique equilibrium where R 6¼ ;. Regarding equilibria where R = ;, unless the
task assigned has a binary output (i.e. the answer can be negated), a unique equilibrium where

all groups choose to cheat is not useful to the master. Then, we set up pV so that DwðiÞ
C < 0,

DwðiÞ
X < 0 and DwðiÞ

�C < 0 for allWi 2W so that ΔUi � 0 has no solution and no group can
choose to cheat as a pure strategy. Thus, the only equilibrium is for all the groups to choose to

be honest, which solves ΔUi� 0. Therefore, pðiÞC ¼ 0, 8Wi 2W and, hence, the probability that
the master accepts a wrong answer is Pwrong = 0.

To make DwðiÞ
C < 0 we need pV > (jWijWBA +WCT)/(jWij(WPC + 2WBA)), for allWi 2W.

Then, the expected utilities are UM =MBR − pV MCV − nMCA and UWi
= jWijWBA −WCT, for

eachWi 2W. In order to maximize the master utility we would like to design games where pV
is small. Therefore, we look for a lower bound on pV. It can be seen using calculus that the larg-
est lower bound is given by the group of minimum size. Although at a first glance this fact
seems counterintuitive, it is not surprising due to the following two reasons. On one hand, col-
luders are likely to be in the majority, but the unique equilibrium occurs when all workers are
honest. On the other hand, the extra benefit that workers obtain by colluding is not against the
master interest since it is just a saving in computation costs.

Algorithmic Mechanisms
In this section two realistic scenarios in which the master-worker model considered could be
naturally applicable are proposed. For these scenarios, we determine appropriate parameters to
be used by the master to obtain the correct answer and maximize its benefit.

The basic protocol (mechanism) used by the master is as follows: Given the payoff parame-
ters (these can either be fixed by the system or be chosen by the master), the master sends to
the workers the task to be computed and informs the probability of verification pV. For compu-
tational reasons, the master also provides a certificate to the workers. This certificate includes
the strategy that the workers must play to achieve the unique NE, together with the appropriate
data to demonstrate this fact. (The certificate is included only for cases where resource limita-
tions preclude the worker from computing the unique equilibrium, but it is not related to dis-
tributions over public signals as in a correlated equilibrium, since workers do not randomize
their choice according to this certificate.)

After receiving the replies from all workers, and independently of the distribution of the an-
swers, the master processor chooses to verify the answers with probability pV. If the answers
were not verified it accepts the result of the majority, and it rewards only those workers,
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whereas if the answers were verified it rewards the correct workers and penalizes the cheaters.
The protocol is detailed in Table 3.

The master, given the payoff parameters, can determine the other parameters, including the
value of pV, to force the workers into a unique NE, that would yield the correct task result while
maximizing the master’s benefit. Examples of specific parameters such that the master can
achieve this are analyzed next.

SETI-like scenario
The first scenario considered is a volunteer computing system such as SETI@home, where
users accept to donate part of their processors idle time to collaborate in the computation of
large tasks. In this case, we assume that workers incur in no cost to perform the task, but they
obtain a benefit by being recognized as having performed it (possibly in the form of prestige, e.
g, by being included on SETI’s top contributors list). In this context, we assume thatWBA >
WCT = 0. The master incurs in a (possibly small) costMCA when rewarding a worker (e.g., by
advertising its participation in the project). As assumed in the general model, in this model the
master may verify the values returned by the workers, at a costMCV > 0. We also assume that
the master obtains a benefitMBR>MCA if it accepts the correct result of the task, and suffers a
costMPW >MCV if it accepts an incorrect value.

Under these constraints, replacing in the equations of Section 3, we obtain a unique equilib-
rium at pC = 0, that can be enforced making pV >WBA/(WPC + 2WBA), attaining Pwrong = 0,
UM =MBR − pV MCV − nMCA, and UWi

= jWijWBA. Given that in this scenario pV does not de-
pend on n, it is better for the master to allocate the task to minimum number of workers (n =
3), maximizing its utility. We highlight this observation in the following theorem.

Theorem 2. For any set of payoff parameters that can be characterized as the SETI scenario,
in order to obtain the correct answer (with probability 1) while maximizing master’s utility, it is
enough to assign the task to only three workers, and verify with probability pV >WBA/(WPC +
2WBA).

Contractor scenario
The second scenario considered is a company that buys computational power from Internet
users and sells it to computation-hungry costumers. In this case the company pays the workers
an amountWBA =MCA for using their computing capabilities, and charges the consumers an-
other amountMBR >MCA for the provided service. Since the workers are not volunteers in
this scenario, we assume that computing a task is not free for them (WCT > 0), and they must
have incentives to participate (UWi

> 0, 8Wi 2W). The worker payment then must be at least

Table 3. Master algorithm.

1: Procedure

2: send (task, pV, certificate) to all workers

3: upon receiving all answers do

4: verify the answers with probability pV
5: if the answers were not verified then

6: accept the majority

7: end if

8: reward/penalize accordingly

9: end upon

10: end procedure

doi:10.1371/journal.pone.0116520.t003
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the cost of computing (WBA �WCT). As in the previous scenario, we assume that the master
verifies and has a cost for accepting a wrong value, such thatMPW >MCV > 0.

Under these constraints, replacing in the equations of Section 3, we obtain a unique equilib-
rium at pC = 0, that can be enforced making pV > (jWijWBA +WCT)/(jWij(WPC + 2WBA)),
8Wi 2W. Because the latter is decreasing on jWij, it is enough (a larger lower bound on mini-
jWij could be used if available) to make pV > (WBA +WCT)/(WPC + 2WBA), attaining Pwrong =
0, UM =MBR − pV MCV − nMCA, and UWi

= jWijWBA −WCT.
In this scenario, in addition to choosing the number of workers n, we assume that the mas-

ter can also choose the rewardWBA and the punishmentWPC. We focus in the analysis on
making only one of these parameters variable at a time. More combinations will be considered
in simulations.

Tunable n: The utility of the master UM =MBR − pV MCV − nMCA increases as n and pV de-
crease. Hence, if the number of workers is a choice, using the minimum number of workers
(n = 3) and the minimum pV to achieve correctness maximizes the utility. We highlight this ob-
servation in the following theorem.

Theorem 3. For any given set of payoff parameters, such that it can be characterized as the
contractor scenario, if the master gets to choose the number of workers, in order to obtain the cor-
rect answer (with probability 1) while maximizing the utility of the master, it is enough to verify
with probability pV = (WBA +WCT)/(WPC + 2WBA) + �, for arbitrarily small � > 0, assign the
task to only three workers.

TunableWPC: Consider the master utility UM =MBR − pV MCV − nMCA. That is, UM =
MBR − (((WBA +WCT)/(WPC + 2WBA)) + �)MCV − nMCA. It can be seen that the master util-
ity increases withWPC. However, a largeWPCmay discourage workers to join the computa-
tion. On the other hand, a largeWPC may alleviate the impact of a large cost of verification
MCV. A trade-off between these factors must be taken into account in practice. Nevertheless,
this is independent of achieving the equilibrium, as long as the appropriate pV is used. We
highlight these observations in the following theorem.

Theorem 4. For any given sets of workers and payoff parameters, except for WPC that is cho-
sen by the master. If the set of payoffs is such that MCA =WBA >WCT and it can be character-
ized as the contractor scenario, in order to obtain the correct answer (with probability 1) while
maximizing the utility of the master, it is enough to set WPC as large as possible, verify with prob-
ability pV = (WBA +WCT)/(WPC + 2WBA) + �, for arbitrarily small � > 0.

TunableWBA: Using calculus, it can be seen that, ifWPC > 2WCT (resp. 2WCT >WPC),
UM is decreasing (resp. increasing) onWBA. And if on the other handWPC = 2WCT, UM is
constant with respect toWBA. For the parameter combinations that make the master utility
not constant, becauseWBA is limited asWCT�WBA<MBR, we have that ifWPC> 2WCT

(resp. 2WCT >WPC), the utility is maximized whenWBA =WCT (resp.WBA =MBR − �, for
� > 0). Again, this is independent of achieving the equilibrium, as long as the appropriate pV is
used. We highlight these observations in the following theorem.

Theorem 5. For any given sets of workers and payoff parameters, except for WBA =MCA that
is chosen by the master. If the set of payoffs can be characterized as the contractor scenario, in
order to obtain the correct answer (with probability 1) while maximizing the utility of the master,
it is enough to set WBA =WCT if WPC > 2WCT or WBA =MBR − �1 otherwise, for arbitrarily
small �1 > 0, verify with probability pV = (WBA +WCT)/(WPC + 2WBA) + �2, for arbitrarily
small �2 > 0.

Mechanisms for Reliable Crowdsourcing Computation under Collusion

PLOS ONE | DOI:10.1371/journal.pone.0116520 March 20, 2015 10 / 22



Simulations

Simulations design
As shown in Section 3, in order to guarantee a unique equilibrium for any parameter values, all
groups must decide whether to cheat or not deterministically (Lemma 1). The reason is alge-

braic. (Refer to Eq. 3.) If the payoff differentials DwðiÞ
C � DwðiÞ

X � DwðiÞ
�C are all positive (resp.

negative) the worker-utility differential ΔUi(s) is positive (resp. negative) and all workers cheat
(resp. are honest) deterministically. But if not all three differentials have the same sign, there
could be many values of pC that make ΔUi(s) = 0. That is, there could be multiple mixed equi-

libria. Since DwðiÞ
C � DwðiÞ

X � DwðiÞ
�C , to avoid having the same sign in all three differentials, it is

enough to make DwðiÞ
C > 0 and DwðiÞ

�C < 0 for each groupWi 2W. That is, from Eqs. 4 and 6,
obtain a pV that satisfies (WCT − jWijWBA)/(jWijWPC)< pV < (jWijWBA +WCT)/(jWij(WPC
+ 2WBA)). And given that jWij � 1 and pV � 0, we get

pV <min
Wi2W

j Wi j WBA þWCT

j Wi j ðWPC þ 2WBAÞ
: ð7Þ

Then, plugging the payoff differentials from Eqs. 4 to 6 in Eq. 3, up to n − 1 roots may result
from making ΔUi = 0.

Aiming for a mixed equilibrium is promising because it might yield a cost reduction for the
master on verifications. However, these multiple equilibria cannot be computed without the
knowledge of all group sizes, because the computation of the probability of each payoff differ-
ential takes into account that each group tosses only one coin (see Eq. 3). Given that only the
members of a colluding group know their group size, the computation is not feasible. In fact, al-
though the master is aware of the possible presence of colluders, and the mechanism must take
measures against this deviated behavior, the expected worker behavior is not to collude. Hence,
the master only has to compute the equilibria for a platform without collusion, and provide
these results to workers. That is, fix a pV restricted to Eq. (7) for jWij = 1, and compute the
equilibria as the roots of the following polynomial.

DwC

Xbn=2c�1

j¼0

n� 1

j

� �
pn�1�j
C ð1� pCÞjþ

DwX

n� 1

bn=2c
� �

pbn=2cC ð1� pCÞbn=2cþ

DwC

Xn�1

j¼dn=2e

n� 1

j

� �
pn�1�j
C ð1� pCÞj ¼ 0:

Where

DwC ¼ �pV ðWPC þ 2WBAÞ þWBA þWCT ;

DwX ¼ �pV ðWPC þWBAÞ þWCT ; and

Dw�C ¼ �pVWPC �WBA þWCT :

Then, the colluding groups may use these equilibria, but still take advantage of collusion in the
voting outcome, and by sharing the cost of computing when they are honest. We call this the
compliant behavior.

Knowing that they will act together, each colluding group could still ignore the master-pro-
vided equilibria and decide their own game strategy taking into account their group size. The
members of a group do not know the size of other groups, or even their existence. Hence, they
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can assume nothing but that no worker outside the group colludes. Using this information, the
colluding group could compute Nash equilibria, but they cannot enforce the use of such equi-
libria to other workers. So, they are left only with the choice of using the master-provided equi-
libria, or drop the aim of achieving equilibrium at all. For instance, a group of colluders may
just decide whether to cheat or not deterministically to maximize their expected utility, under
the assumption that all other workers are compliant. We call this the disobedient behavior.
This scenario can be seen as further deviation (with respect to compliant but voting together)
from the expected behavior. The utility differential ΔUi(s) (Eq. 3) for a groupWi would be the
following.

DwðiÞ
C

Xbn=2c�jWi j

j¼0

n� j Wi j
j

� �
pn�jWi j�j
C ð1� pCÞjþ

DwðiÞ
X

Xbn=2c
j¼dn=2e�jWi j

n� j Wi j
j

� �
pn�jWij�j
C ð1� pCÞjþ

DwðiÞ
�C

Xn�jWi j

j¼dn=2e

n� j Wi j
j

� �
pn�jWi j�j
C ð1� pCÞj:

Where DwðiÞ
C ;Dw

ðiÞ
X , and Dw

ðiÞ
�C are as defined in Eqs. 4 to 6, and pC corresponds to the equilibria

computed by the master (more on how to choose, if many values for pC are possible, later). Re-
call that DUiðsÞ ¼ Uiðs�i; si ¼ CÞ � Uiðs�i; si ¼ �CÞ. Then, a colluding group decides to cheat
(resp. be honest) if this utility differential is positive (resp. negative).

Finally, it would be interesting to study the impact of having each colluding group choosing
an arbitrary pC at random from (0, 1). We call this the random behavior.

We carry out simulations for all three behaviors defined, setting up pV so that the game may
have multiple mixed equilibria. For the sake of contrast, we also carry out simulations setting
up pV as in the analysis to have a unique pure equilibrium in pC = 0. The parameter combina-
tions used are shown in Table 4. We setMBR =MPW =MCV = 100,MCA =WBA, andWCT =
0.1. For each triplet n 2 {3, 9, 27},WBA 2 [0.1, 2],WPC 2 [0, 20], we compute values of pV that
yield mixed and pure equilibria. Then, we proceed as follows.

Compliant behavior. We compute the payoff differentials and the roots of the worker-
utility differential polynomial. We ignore the roots that are not real numbers in (0, 1). Each of
the remaining roots provides a value for pC that makes the worker-utility differential zero. That
is, it is a mixed equilibrium. We then define the group sizes. Given that in practice it is not ex-
pected to have a majority of colluders, we fix dn/2e workers to be non-colluders, and we choose
the remaining group sizes at random in [1, bn/2c]. Armed with the set of possible pC values,

Table 4. Simulation parameters.

behavior pC colluder pC non-colluder pV

pure 0 0 > nWBAþWCT
nð2WBAþWPCÞ

compliant unif. at random from roots of ΔUi(s) = 0 in (0, 1) unif. at random from roots of ΔUi(s) = 0 in (0, 1) < WBAþWCT
2WBAþWPC

disobedient {0, 1} unif. at random from roots of ΔUi(s) = 0 in (0, 1) < WBAþWCT
2WBAþWPC

random unif. at random from (0, 1) unif. at random from roots of ΔUi(s) = 0 in (0, 1) < WBAþWCT
2WBAþWPC

MBR = MPW = MCV = 100, MCA = WBA. n 2 {3, 9, 27}, WBA 2 [0.1, 2], WPC 2 [0, 20], WCT = 0.1. dn/2e groups of size 1 and bn/2c of size chosen uniformly

at random from [1, bn/2c].

doi:10.1371/journal.pone.0116520.t004
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call it P, each groupWi chooses a pC 2 P uniformly at random. Then, (i) we simulate the com-
putation tossing a biased coin for each group according to the pC value chosen and for the mas-
ter according to pV, and (ii) we compute the expected utility of each worker and the expected
utility of the master according to the outcome. Table 5 summarizes these computations.

Disobedient behavior. For this scenario we proceed in similar fashion for the non-collud-
ing workers. Additionally, for each group, we choose a pC at random from P, and we compute
the payoff differentials and the utility differential. The rest of the procedure is the same, except
that each colluding group decides deterministically to cheat (resp. be honest) if its utility differ-
ential is positive (resp. negative).

Random behavior. As before but now each colluding group chooses pC uniformly at ran-
dom from (0, 1).

Finally, for the pure equilibrium, we simulate the computation tossing a biased coin only for
the master according to pV, given that the workers follow the equilibrium and are honest deter-
ministically. Then, we compute the expected utility of each worker and the expected utility of
the master according to the outcome (detailed in Table 5).

Note that we have developed our own simulation platform that integrates Matlab and C++
code to compute roots, simulate coin tossing, and compute utilities for the different behaviors
and parameter combinations.

Discussion and conclusions
Our simulations show that, for the combinations of parameters studied and assuming that the
colluders are not a majority, collusion does not help the workers. That is, it is in the best inter-
est of the master and also the workers, even if they collude, to follow the pure equilibrium pC =
0. In what follows, we support this observation analyzing plots of the results obtained for n = 9.
Each dot in these plots represents one execution for one parameter-combination. For many pa-
rameter combinations, multiple executions have been carried out obtaining similar results.
Similar plots were obtained for n = 3 and 27 (included in Supporting Information). Other val-
ues of n were also simulated obtaining similar results.

Fig. 1 shows the expected utility of the master for all three mixed-equilibria behaviors and
the pure equilibrium. Comparing all four cases, we observe that enforcing a pure equilibrium is
the best for the master expected utility, even though it has to reward all workers because they
never cheat (cf. Fig. 2). The master verifies more frequently for the pure equilibrium (cf. Fig. 3),
but still not so frequently to impact in the expected utility (refer to Fig. 1), and on the other
hand it is always correct (see Fig. 4). Having a platform where the master is always correct and
its expected utility is maximized, the natural question is how good is the situation for workers.
It can be seen in Fig. 5 and 6 that the expected utility of workers is also higher if the pure

Table 5. Expected utilities.

verified jFj master cheater honest

yes = n −MPW − MCV + nWPC −WPC −

yes < n MBR − MCV − (n − jFj)MCA + jFjWPC −WPC WBA − WCT/jWij
no > n/2 −MPW − jFjMCA WBA −WCT/jWij
no < n/2 MBR − (n − jFj)MCA 0 WBA − WCT/jWij
doi:10.1371/journal.pone.0116520.t005
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Fig 1. Expected utility of the master for all three mixed-equilibria behaviors and the pure equilibrium
and for different parameter combinations when 9 workers participate. It can be seen that enforcing a
pure equilibrium is the best for the master utility for most of the parameter combinations.

doi:10.1371/journal.pone.0116520.g001
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Fig 2. Number of cheaters for all three mixed-equilibria behaviors and the pure equilibrium and for
different parameter combinations when 9 workers participate. As expected, enforcing the pure
equilibrium (pC = 0) workers are honest for all parameter combinations.

doi:10.1371/journal.pone.0116520.g002
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Fig 3. Outcome of master’s decision (verify or not) for all three mixed-equilibria behaviors and the
pure equilibrium and for different parameter combinations when 9 workers participate.Given the low
probability of verification needed, the master did not verify for most of the parameter combinations in all
four cases.

doi:10.1371/journal.pone.0116520.g003
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Fig 4. Outcome of the computation (correct or incorrect result) for all three mixed-equilibria behaviors
and the pure equilibrium and for different parameter combinations when 9 workers participate. It can
be seen that aiming for a pure equilibrium (pC = 0) is the only option to guarantee correctness for any
parameter combination.

doi:10.1371/journal.pone.0116520.g004
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Fig 5. Expected utility of non-colluder workers for all three mixed-equilibria behaviors and the pure
equilibrium and for different parameter combinations, when 9 workers participate. It can be seen that
aiming for a pure equilibrium is the best for the non-colluder utility for most of the parameter combinations.

doi:10.1371/journal.pone.0116520.g005
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Fig 6. Expected utility of colluder workers for all three mixed-equilibria behaviors and the pure
equilibrium and for different parameter combinations when 9 workers participate. It can be seen that
aiming for a pure equilibrium is the best for the colluder utility for most of the parameter combinations.

doi:10.1371/journal.pone.0116520.g006
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Fig 7. Probability of verification of the master for pure equilibrium andmixed equilibria, and
probability of cheating of a compliant non-colluder worker, for different parameter combinations
when 9 workers participate. For the master, it can be seen that, for most of the parameter combinations, the
probability of verifying is very low.

doi:10.1371/journal.pone.0116520.g007
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equilibrium is used. And this is the case for the non-colluders (Fig. 5) as well as for the collu-
ders (Fig. 6). Finally, we also observed that the probability of verifying pV and the pC computed
by the master are both significantly smaller if the ratio penalty/payoff is large as one might ex-
pect (see Fig. 7).

Supporting Information
S1 Fig. Simulation plots for 3 workers. The same observations for the case of 9 workers in
Figs. 1 to 7 apply to this case.
(EPS)

S2 Fig. Simulation plots for 27 workers. The same observations for the case of 9 workers in
Figs. 1 to 7 apply to this case.
(EPS)
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