
Introduction  
 
Restrictions [25, 7, 10, 2]:  
 
Mobility  
 

•= System configuration is no longer static: the center of 
activity, the topology, the system load, and locality, change 
dynamically  
 

•= need to search to locate objects  
 

•= various forms of heterogeneity  
 
Wireless Communications  
 

•= offer less bandwidth  
 

•= more expensive  
 

•= less reliable  
 

•= Consequently, connectivity is weak and often intermittent  
 
Portable Devices  
 

•= light and small to be easily carried around  
 

•= Such considerations, in conjunction with a given cost and 
level of technology ) mobile elements with less resources 
(e.g., memory, screen size and disk capacity)  
 

•= reliance on battery  
 

•= can be more easily accidentally damaged, stolen, or lost, 
thus, less secure and reliable  
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Introduction  
 
 
What type of functionality should be assigned to mobile hosts?  
 
Mobile units are still characterized as:  
 

•= unreliable and prone to hard failures, i.e., theft, loss or 
accidental damage,  
 

•= resource-poor relative to static hosts.  
 
These reasons justify treating the mobile units as dumb terminals 
running just a user-interface and off-load all functionality from 
the mobile unit to the fixed network  
 
Examples: InfoPad [16] and ParcTab [28] projects  
 
On the other hand, slow and unreliable networks argue for 
putting additional functionality at the mobile hosts to lessen their 
dependency to remote servers.  
 
Although, there is no consensus yet on the specific role mobile 
hosts will play in distributed computation, the above 
contradictory considerations lead to models that provide for a 
flexible adjustment of the functionality assigned to mobile hosts.  
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Adaptability  
 
A mobile system is presented with resources of varying number  
and quality:  
 

•= Connectivity conditions vary from total disconnections to 
full connectivity  
 

•= Available resources are not static either, for instance a 
“docked” mobile computer may have access to a larger 
display or memory.  
 

•= the location of mobile elements changes and so does the 
network configuration and the center of computational 
activity  

 
Need to adapt to the constantly changing environmental 
conditions [13, 26, 12, 7].  
 
How can adaptivity be captured and realized?  
 
By varying the partition of duties between the mobile and static 
elements  
 
Example: during disconnection, a mobile host may work 
autonomously, while during periods of strong connectivity, 
depend heavily on the fixed network sparing its scarce local 
resources.  
 
By varying the quality of data available at the mobile host  
 
Example: Fidelity [18]: the degree to which a copy of data 
presented for use at a site matches the reference copy at the 
server. Fidelity has many dimensions  
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Adaptability  
 
 
Where should support for mobility and adaptivity be placed.  
 
Should applications be aware of their environment?  
 
Strategies range between two extremes [25, 18]:  
 
At one extreme, adaptivity is solely the responsibility of the 
underlying system and is performed transparently from 
applications.  
 

+ existing applications continue to work unchanged.  
 
- since there is no single best way to serve applications with 
diverse needs, this approach may be inadequate or even 
make performance worse than providing no support for 
adaptivity at all.  

 
- may no be attainable, for instance, during periods of long 
disconnections  

 
At the other extreme, adaptation is left entirely to individual 
applications. No support is provided by the operating system.  
 

- No focal point to resolve the potentially incompatible 
resource demands of different applications or to enforce 
limits on resource usage of resources  

- applications must be written anew which can become very 
complicated.  

 
Application-aware [27] support for mobility lies in between  
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Adaptability  
 
 
Application-Awareness  
 
Additional requirements [1]  
 
1. A mechanism to monitor the level and quality of resources 
and inform applications about any relevant changes in their 
environment  
 
Environmental changes include: changes of the location and of 
resource availability (such as bandwidth, memory, etc)  
 
Raises a lot of issues.  
 
2. Applications must be agile [19, 1], that is able to receive 
events in an asynchronous manner and react appropriately.  
 
3. There is a need for a central point for managing resources and 
authorizing any application-initiated request for their use  
 
In [33], changes in the environment are modeled as asynchronous 
events which are delivered to the application. Detection either 
within the kernel or at the user-level. Detection of an event is 
decoupled from its delivery.  
 
In Odyssey [17, 27, 18], the application negotiates and registers a 
window of tolerance with the system for a particular resource. If 
availability of that resource rises above or falls below the limits 
in the window, Odyssey notifies the application. Once notified, it 
is the application's responsibility to adapt its behavior ccordingly.  
 
Handling mobility spans multiple levels  
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Mobile Client/Server Models  
 
 
An application component executing in one computing system, 
called the client requests a service from an application 
component executing in another computing system, called the 
server  
 
The mobile host acts as the client requesting services from 
servers located at the fixed network  
 
 
 

Multiple servers or replicated servers  
 
Multiple Server Architectures  
 
Service Handoff [11] When multiple interconnected servers: 
attach the client server located closest to it.  
 
In [29, 14], the mapping of clients to servers is completely 
transparent to the application and is taken care of by an 
underlying coherence control scheme among the servers. In 
contrast, in Bayou [31] application-level  
 
Assumptions: static clients, reliable and fast communications, 
and relatively resource-rich and reliable clients  



 7

Client/Agent/Server Architectures  
 
A three-tier or client/agent/server model [4, 8, 20, 35, 30] that 
uses messaging and queuing infrastructure for communications 
from the mobile client to the agent and vice-versa  
 

 
Agents are used in a variety of forms and roles  
 
Agents as Proxies  
 
The agent acts as a complete surrogate or proxy of the mobile 
host on the fixed network.  
 
Any communication to and from the mobile host goes through its 
agent.  
 
Can be generalized by having an agent acting as a surrogate of 
multiple mobile hosts [8].  
 
Service-Specific Agents  
 
The agent provides mobile-aware access to specific services or 
applications, e.g., web browsing [9] or database access [20].  
 
Any client's request and server's reply associated with the specific 
service through the agent.  
 
Per mobile host as many agents as the services it needs access to.  
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Client/Agent/Server Architectures  
 
The agent performs various functions:  
 

•= messaging and queuing  
 

•= various optimizations for weak connectivity manipulate the 
data prior to their transmissions to the client [35, 8, 30], by 
changing their transmission order so that the most important 
information is transfered first, by performing data specific 
lossy compression tailored to the client, or by batching 
together multiple replies.  
 

•= a more active role [20, 30], e.g., notify the client when 
predefined events occur  
 

•= to offload functionality form the client, start/stop specific 
functions at the mobile unit or execute client specific 
services.  
 

•= Disconnected operation and agents  
 
Position of the agent: depends on its role  
 
At the fringe of the fixed network, i.e., at the base station 
(especially when surrogate) [35, 4]: easier to gather information 
about the wireless link; special link level protocol between the 
mobile host and the agent; personalized information available.  
But, the agent may need to move along with its mobile host, or 
the current base station may not be trustworthy.  
 
When service-specific agents, either closer to the majority of 
their clients or closer to the server.  
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Client/Agent/Server Architectures  
 
 
Relocation of the agents at the fixed network  
 
When?  
 
Need to manage the location of the agent. A mobile motion 
prediction algorithm to predict the future location of a mobile 
user and place a new proxy [15]  
 
Summary  
 

+ alleviates the impact of the limited bandwidth and the poor 
reliability of the wireless link by continuously maintaining 
the client's presence on the fixed network via the agent.  

+ splits the interaction between mobile clients and fixed servers 
in two parts: one between the client and the agent, and one 
between the agent and the server. Different protocols for 
each part of the interaction and each part of the interaction 
may be executed independently of the other.  

- fails to sustain the current computation at the mobile client 
during periods of disconnection.  

- requires changes to the client code for the development of the 
client/agent interaction  

- the agent can directly optimize only data transmission over 
the wireless link from the fixed network to the mobile client 
and not vice versa.  



 10

The Pair of Agents Model  
 
A client-side agent to reduce data transmission, improve 
availability and sustain any computation at the mobile host 
uninterrupted [24, 9]  
 
from the point of view of the client: a coresident local server 
proxy 
  

 
•= variety of optimizations:  

background prefetching  
relocate computation between the agents  

•= clear separation of responsibilities  
•= client interoperability  
•= flexibility in handling disconnections. e.g., a local cache at 

the client  
•= communication protocol that can facilitate highly effective 

data reduction and protocol optimization  
 
relatively heavy-weight clients  
 
development work both at the server and at the client site. It 
suffices a different pair of agents per application type  
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The Pair of Agents Model  
 
 
Proxy pairs have been gaining attention [35, 8].  
 
Extensions to RPC [12, 5, 3],  
 
e.g., asynchronous queued RPC [12],  
 
- The RPC is stored in a local stable log at a client-side agent and 
control is immediately returned to the application.  
- When connected, the log is drained in the background - 
Queueing RPCs leaves space for performing various ptimizations 
on the log.  
 
- Delivering replies from the server may require multiple retries 
[12, 5].  
 
IBM's WebExpress [9] for optimizing web browsing in a wireless 
environment.  
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Peer-to-Peer Models  
 
 
Applications in which the server resides at a mobile host  
 
Example: cooperative work on some data using their portable 
computers [23]  
 
Ideally, each site has the full functionality of both a client and a 
server. In this case, mobile hosts are equal partners in distributed 
computations.  
 
Heavy-weight mobile hosts.  
 
Disconnections in addition make the server unavailable to clients.  
 
To deal with disconnections and weak connectivity a server-side 
intercept agent on the mobile host as well.  

 
Server-side agent at the mobile host posses special features: e.g., 
a mechanism to automatically start applications on demand [3].  
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Mobile Agents  
 
Besides the functional components, organization of data.  
 
As a collection of objects: the units of information exchange 
among mobile and static hosts.  
 
Objects encapsulate not only pure data but also information for 
their manipulation, e.g., operations.  
 
Can be built on top of an existing database or file system.  
 
In the Rover toolkit [12]: relocatable dynamic objects (RDO).  
 
In the Pro-motion infrastructure [32]: compact units of caching  
and replication.  
 
Active computations + Mobility  mobile agents models.  
 
Mobile agents: processes along with data dispatched from a 
source computer to accomplish a specified task [6, 34].  
 

•= After submission, proceeds autonomously and 
independently of the sending client.  
 

•= When it reaches a server, delivered to an agent execution 
environment. If necessary authentication credentials, it is 
executed parts are started.  
 

•= Transport itself to another server, spawn new agents, or 
interact with other agents.  
 

•= Upon completion, delivers the results to the sending client 
or to another server.  
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Mobile Agents  
 
 
Support intermittent connectivity, slow networks, and 
light-weight devices makes them appropriate for wireless mobile 
computing [6, 21].  
 
Disconnected operation: during a brief connection interval, a 
mobile client submits an agent to the fixed network.  
 
Conversely, a mobile agent loaded from the fixed network onto a 
laptop before disconnection. The agent acts as a surrogate for the 
application allowing interaction even during disconnections.  
 
Weak connectivity: the overall communication traffic through the 
wireless link reduced from a possibly large number of messages 
to the submission of a single agent and its result.  
 
Shift the burden of computation from resource-poor mobile hosts 
to the fixed network.  
 
Mobility is inherent in the model. Mobile agents migrate to find 
resources but or follow their clients.  
 
Adaptability  
 
Relation to the client/server model and its extensions.  
 
1. Implement the agent as mobile or  
 
2. A client submits a mobile agent to the (static) agent that refines 
it before launching it to servers on the network. Thus, agents with 
capabilities to process mobile agents  rogrammable agents. 
Current research on active networks [30].  
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Summary  
 
 
Agents placed between the mobile client and the fixed server  
 

•= to alleviate the constraints of the wireless link, by 
performing various communication optimizations,  
 

•= to handle resource constraints, by undertaking part of the 
functionality of resource-poor mobile clients.  

 
At what level do agents function?  
 
Multiple agents at different levels that cooperate. ways.  
 
Agents at lower layers convey information to agents at higher 
layers and vice versa.  
 
Another approach: agents, called filters, that operate on protocols 
[35] rather than at the application or operating system level.  
 
Example: an MPEG-agent or a TCP-agent.  
 
Fewer protocols than applications thus less development work.  
Applications control agents by turning them on and off.  
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