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Introduction

?)?

» Peer-to-peer networking:

— a set of technologies that enable the direct exchange of services or data
between computers

» Started with Napster and MP3 file exchange:

— raised legal copyright issues

— there’'s something attractive about the defiance or avoidance of authority
* Interest in P2P ranges from

— enthusiasm, through hype,
— to disbelief in its potential.

» Currently (2006), 60% to 89% of all Internet traffic is due to
p2p traffic.
— A marketing argument ?
— Still interesting architectural and technical issues behind ...
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—Shawn Fanning invented Napster a song-
sharing program

—Napster users shared the songs stored
on their computers

— They could search for other users in
Napster's central servers

- 2001

—Napster was facing law suits and was

shut down/restructured
- It closed down its central servers

N
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Peer-to-Peer Systems: History %

\_

- 2001

* Gnutella came along
- Distributed search mechanisms
- Users are organized in a graph of
neighbors
- Nodes ask their neighbors for
song
* Neighbors ask their
neighbors and so on
- More difficult to shut down
* Nodes enter/leave all the
Time

N
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History (II)
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- 2001

- KaZaA came along
* The first major security incident:

e TInstalls Malware on client computers
e Advertisements, spyware, hijackers

- DC++ started
Partially Decentralized
Based on “hubs” of common Interests

Users must join a hub in order to download songs
from the clients of the hub.

Hubs may have “acceptance rules”
e Minimum size of data shared

e Accessible only to clients of particular ISPs,

countries, etc.

N
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History (III)

\_

- 2002
- eMule eDonkey

- Based on Servers

- 2003
- Bittorrent

has the file
» Tit-for-tat approach

(«fl BitTorrent

+ A computer (called tracker) describes who

A

Friday, April 29, 2011



4 )
Today (2006) 4
Cachelogic Research | Internet Protocol Trends 1993 to 2006
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+ P2P is the single largest application on the Internet
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P2P evolution

+ P2P systems is a unique specie in
the IT family with deep-rooted
properties

» P2P systems evolved under a lot

of pressure

—Constant chase of DRM companies
—Constant threat of lawsuits
—Request for anonymity from users

N
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P2P Systems evolution
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* So, they evolved

— They are agile - highly dynamic
e They do not have constant URLs
e Clients come and go all the time
— They provide anonymity
e Difficult to trace who is who
e Clients do not have a domain name
e Clients may frequently change
* IP address and IP ports

» It seems that they are the perfect place to hide

illegal activities
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Access Child Pornography

we the Subcommutiee on Cotnmmeroe

» P2P networks are

currently being used to
circulate child abuse
pictures

- As much as 44% of the

images are child abuse

» Even when searching

for popular singers/
actors one may
stumble upon child
abuse pictures.
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first, some terminology

» Ad-hoc communication:

- Enables communication to take place without any
preexisting infrastructure in place, except for the
communicating computers.

- The ad hoc network takes care of communication, naming,
and security.

- P2P systems can be used on top of an ad-hoc communication
infrastructure.

* Overlay network or virtual network

- A network built on top of one or more existing networks

- Adds an additional layer of indirection/virtualization

- Changes properties in one or more areas of underlying
network

\_
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P2P - Informal definition

* "Peer-to-peer"” (P2P) refers to a class of systems and
applications that employ distributed resources to perform

a function in a decentralized manner

i — XN

* Generally opposed to the client/server architecture.
g\server/

. —
client H
/
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What is P2P?

e
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* "The sharing of computer resources and
services by direct exchange between
systems” [p2pwg, 2001].

—enables peers to share their resources (information,

processing, presence, etc.) with at most a limited
interaction with a centralized server.

—equivalent to having all entities being client and
servers (servents) for the same purpose.
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What is P2P?

e
[—

..
B

-

+ A distributed system with the following
properties:
—High degree of decentralization: few if any dedicated

nodes with centralized state

— Self-organization: once a node enters the system,
little or no manual configuration needed to maintain the
system

—Multiple administrative domains

17
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Some definitions of P2P

* "The sharing of computer resources and services by direct
exchange between systems” [p2pwg, 2001].

* "The use of devices on the internet periphery in a non-client
capacity” [Veytsel, 2001].

* P2P systems follow three key requirements [Graham 2001]:
* they have an operational computer of server quality
* they have an addressing system independent of DNS

- and they are able to cope with variable connectivity.

» "P2P is a class of applications that takes advantage of resources -
storage, cycles, content, human presence - available at the edges of
the Internet. Because accessing these decentralized resources means
operating in an environment of unstable connectivity and
unpredictable IP addresses, P2P nodes must operate outside the DNS

system and have significant or total autonomy from central
. servers” [Shirky 2001].
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P2P Systems and Overlay Networks
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* Ta dIOMOTIUO CUCTAPOTA €ival OOUNUEVA OAV UTTEPKEIUEVA
OikTua (overlay networks)

TOUC, ONMIOUPYWVTAC £VAV «EIKOVIKO» YPAEPO TTAVW ATTO TOV
YPA®PO TOU O1adIKTUOU.

—H TOoTTOAOYIO TOU £IKOVIKOU YPAQPOU £ival avecapTnTn OTIO TNV
TOTTOAOYiIO TOU OIadIKTUOU

—O €IKOVIKOC YPAPOC OEV AVTITIPOOWTTEUEI TOV YPAPO TWV
OIKTUOKWYV JOVOTTATIWY QVAPETA OTOUC KOUBoucg Tou P2P
OIKTUOU

The physical topology —— O
The virtual P2P topology — N

-

—Q1 dlouoTiyol koupol eykaBidpuouv TCP n UDP cuvddouc petagu

19
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P2P vs Client-Server
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Client/Server Computing

o
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* What is it?
— 2 asymmetrical roles: client and server

— Operate in a request-response (or service-delivery)
mode

* Terminology

— Client:an entity that initiates requests but is not able to
serve them.

— Server: an entity that serves requests from other entities
but does not initiate requests

— Client-Server model: represents the execution of entities
with the roles of clients and servers.

* Examples:

—web, FTP, telnet, email use the client/server model
» Characteristics of C/S computing:

— Most of the computing burden is on the servers

— Clients may give away unused resources

4
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XapakTnpIioTIKA cucTnUATWYV MNeAarn-ESutrnpeTntn (MN/E)
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* [1AeovekTnUATA
—KevTpikoTroIinuevn Olaxeipion OEOOUEVWYV
—ACQAAEIa OEQOPEVWV
—AUTA TA XOPAKTNPIOTIKA ival 1I0aVIKA YIa TTOAAEC AIADIKTUOKEC
Epappoyeg (Zuotnuara Tpatredwyv, HAekTpovikou Taxudpouegiou, KTA.)
* MelovekTnpaTta

— XpeladovTal akpIBEC UTTOAOYIOTIKEC UTTOOOMEC (TT.X., TO Youtube.com avaAwvel
25TB — 250TB ava priva kai TAnpwvel $5M/unRva i $170K/uépa yia 1o
bandwidth)

—2.€ TTEpITTTWOoN BAGBNG TOU ECUTTNPETNTA XAVOUME TNV UTTNPETia (single point of
failure).

— Xpeiadovral ouvexn dlaxeipion (administration).

—MT1TOpOUV va AoyokpiBouv (censorship) kal va eAeyxBouv (a1rd KaBeoTwTa, KTA)
TT.X., Ta ATTOTEAEOMATA avalNTnong unNxavwy avalntnong eAEyxovTtal atro To
KpATto¢ otnVv Kiva.

* Ta P2P Systems mmpootraBouv va ¢erepAoouv auta Ta TTPORANMATA.

o J
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Aoyol AvatrtTueng Twyv P2P

* O pyeyalocg apiBuoc PCs pe TToAU wnAn uttoAoyIOTIKE 1I0XU dlaBEaiua
OTa akpa (edges) Tou Internet.

* ETTioNng, uttdpyel TToAU ynAoTepo bandwidth diaBeoiuo ota akpa Tou
Internet (ADSL, Satellite, Cable, Ethernet LANSs, etc. )

* ETTONEVWIC, YIVETAI EPIKTO VO acloTToinocoupuEe To Storage, Cycles,
Content kai va £xoupe aAAnAettidpaon H/Y ota akpa (edges) Tou
Internet, xwpic TNV XpNnon KEVTPIKWY Servers.

—2 NUEIWOTE OTI TO GAAa Internet Services atro 10 1980- 11.x. DNS,
BGP, Usenet etc, opidouv kal auta eva P2P povtéAo avtaAAayng
TTANPOPOPIWV

N
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Available resources all over the Net

)

* Assume 10 million 2 GHz client machines are connected to the
Internet.

* If each has 100Mbytes of unused storage space
—Then there is 10 Petabytes (10'°) of unused storage space

* If each has 1Kbit/s of unused bandwith
—Then there is 10 billion bit/s (1.25 Gbyte/s) of available bandwith

* If each has 10% of unused processing power

—Then there is 2 million GHz of unused processing power.
—EXxplains interest in P2P computing that makes use of unused resources

-
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P2P vs Grids
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P2P vs Grids

',,'..

e
P2

» Grid computing:

—"grid problem": “Coordinated resource sharing and problem solving in
large, multi-institutional virtual organization.” [Foster 1999].

—The grid thus refers to an infrastructure that enables the integrated,
collaborative use of high-end computers, networks, databases, and
scientific instruments owned and managed by multiple organizations.

N /
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A Unifying Concept: The Grid

TS
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VO-A

-

Enable integration of distributed resources
Using general-purpose protocols & infrastructure
To achieve better-than-best-effort service

partioned nétwork

3 -

vVO-B

» “Resource sharing & coordinated problem solving in dynamic,
multi-institutional virtual organizations”

27
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Grid: the Five big Ideas i

* The most important is the sharing of resources on a global
scale; the very essence of the Grid.

» Security is a critical aspect of the Grid; establishing trust.

* The Grid really starts to pay off when it can balance the load on
the resources, so that computers everywhere are used more
efficiently

* Distance no longer matters.

» Use open standards to make sure that R&D worldwide can
contribute.

o J
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The 6rid Metaphor

Mobile Access
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Visualization
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'What Can It Do?

Computer vs Data vs Community

» Computer-centric problems:
—| need teraflops, lots of them!
—The Grid combines large computational resources

» Data-centric problems:
—The Grid is used to collect, store and analyze data maintained in
geographically distributed repositories, digital libraries, and databases.
« Community-centric problems:

—Collaborative applications -- enable and enhance human-to-human
interactions.

—Provide a “virtual shared space”

-
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P2P vs Grids

* Both are concerned with the same general problem
—Resource sharing within virtual communities (not the same communities)
—Both take the same general approach

—Creation of overlays that need not correspond in structure to underlying
organizational structures

 Grid applications often involve large amounts of data and/or
computing.

* The problems tackled by current P2P applications do not
require large resource commitments from the peer nodes

* Each has made genuine technical advances, but In

complementary directions
—"Grid addresses infrastructure but not yet failure”
—"P2P addresses failure but not yet infrastructure”

—Complementary strengths and weaknesses => room for collaboration
(Foster)

-
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Properties and Key Characteristics
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Why are P2P interesting?

o
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L U

* Interesting characteristics:
—Low barrier to deployment: no upfront costs
—QOrganic growth
—Resilience to faults and attacks
—Abundance and diversity of resources

* Challenges:
—Manageability
—Security
—Law enforcement

-
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/PZP Advantages
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*Edge-Computing
—Aciotroinon axpnoiuotrointou bandwidth, storage, processing power ota
akpa (edge) Tou Internet

» Scalability
—Aev uttapxel oup@opnon (bottleneck) og KATTOIO KEVTPIKOTTIOINWEVO
KOMPBOo. ETTouEvVWG T CUCTANATA AUTA UTTOPOUV VA JEYOAWVOUV
‘atTeEPIOpIOTA’.
—QOct 12th Gnutella (Limewire.com): 2,219,539 koufol
* Reliability (AclommioTia)
—No single point of failure, Newypagikn Katavoun MNepiexopévou (CDNSs)
* Ease of administration

—QO1 KOu[BoI opyavwvovTal JETACU TOUC auTouaTa (self-organization).
—AuTtouara etriong yivetail 1o replication kai 1o load balancing kaBwc T€ToIN
ouoTnuara Trapexouy fault tolerance.

* Anonymity — Privacy
—...KQATI TO OTTOI0 OEV €ival EUKOAO O€ £va KEVTPIKOTTOINUEVO oUOTNUA

-
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P2P key features e

* OI XpNOTEC TOU CUCTAMATOC £XOUV OITTAO POAO: ONA. €ival
[TeAaTeC kKal ECUTTNPETNTEC TNV id1Q OTIYUN.

* KoBw¢ 0 xpnoTtng A eCUTTNPETEITAI ATTO TOV XPNOoTN B, KA&TTOI10C
xpnoTtng I ytropei va ecuttnpeTeiTal atro Tov A.

* A€V UTTAPXEI KEVTPIKOTTOINUEVN OIAXEIPION...TO OTTOIO
ONMIOUPYEI Eva aioBnua eAeubepiac.

o ...[NapaAAnAa GuwWC dNUIOUPYEI Kal TTOAAG TTpoBARUATA (OTTWC
QUTO TNG TTapAvouNS avTaAAaync Tpayoudiwy)

N /
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Key characteristics and concerns
* Decentralization:
—free of bottlenecks
—lack of single point of failure
—ownership and control of processing, storage space,
bandwidth, and content shared by many
—Difficulty: finding the network, discovery of resources,
insertion of new nodes
degree of
decentralization
pure
all nodes the same m—
Gnutella Kazia JXTA
super-peers/masters Direct Connect NET
dedicated servers Napster
(rough s o
hybnid
file collabor..f distrib. platforms
\_ sharing communic. comp. )
37
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Key characteristics and concerns

* Massive scalability
—No centralized resources to exhaust

—limited by factors such as:
 amount of centralized operations
e amount of state to be maintained
* inherent parallelism an application exhibits
* programming model

* Organization can become the scarce resource as the
P2P networks grow very large

—need algorithms to manage peer connections,
communicating requests and responses

—these algorithms must support self-organization and fault
resilience

-
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Key characteristics and concerns

* Resource ownership Is shared
—The cost of obtaining and maintaining each peer is born by its owner

—Shared ownership reduces the cost of maintaining the system and owning
the systems.

—Responsibility for creating, publishing and distributing content is shared

* Ad-hoc connectivity
—Peers join and leave the network at any time

—Peers are not available at all times. Hence, P2P systems need to be
aware of this ad-hoc nature.

—P2P systems need to tolerate disconnection and ad-hoc additions to
groups of peers.

-
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Key characteristics and concerns

* Security:
—there are no established trust relationships between collaborating peers

—need algorithms to manage trust, to isolate peers, to establish reputation
etc

 Fault Resilience
—P2P systems should deal with:
* Disconnections/unreachability
* Partitions

* Node failures
—Solutions:

* Replication of crucial resources
* Relays
* Queuing messages

-
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Anonymity

e Goals:

—To allow people to use systems without concern for legal or other
ramifications.

—To guarantee that censorship of digital content is not possible.
* Types of anonymity: server, receiver, mutual

-
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Self-Organization

o
——

..

« P2P systems can scale unpredictably in terms of the number of
systems, number of users, and the load.

» Adaptation is required to handle the changes caused by peers
connecting and disconnecting from the P2P systems.

* For example in the FastTrack system, more powerful
computers automatically become SuperNodes and act as
search hubs. Any client can become a SuperNode if it meets
processing and networking criteria (bandwidth and latency).

o J
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Performance
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* P2P systems aim to improve performance by aggregating
distributed storage capacity.

* Performance is influenced by:
—Processing, storage and networking

* Approaches to optimize performance:
—Replication, caching, intelligent routing

o J

43

Friday, April 29, 2011



-
Transparency and Usability

{ )

{ )

) ¢
)

* End-to-end transparency: TCP/IP

* Naming transparency

* Network and device transparency

* Automatic and transparent authentication of users

-
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P2P Applications

* AvtaAayn Apxeiwv (Napster, Gnutella, Bittorent, ...)

» AladikTuakn TnAsepwvia (Skype)

» AladikTuaka lMaiyvidia (Playstation Online Gaming)

*[1aTtacn Tou Spam (SpamNet)

* Instant Messaging (IRC, MSN & Yahoo Msgers)

» Content Distribution Networks (CorelCDN)
* P2P Web Caching (Squirrel)
* Application-Level Multicast (Narada)

N

P2P systems |

—

Distributed computing
(eg. SETI@home)

—

File Sharing
(eg. Napster, Gnutella,
Kazaa)

—

Collaboration, instant messaging
(eg. ICQ)

Platform
(eg. JXTA)
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P2P Applications

o
Do
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P2P applications

|
parallelizable content & file
management

compute content
intensive exchange

collaborative

instant messaging

componentized file
systems

shared apps

filtering
mining

games

-
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Napster

*File Sharing

— Anuioupyeital To 1999 ato eva 18-xpovo @oitnTn.
— O KaBe xpnoTtnG ekTeAEI TIC AKOAOUBEC TPEIC OIADIKATIEC

ATrooToAR AioTac Avadnrtnon AvdakTnon
Tpayoudikwv Tpayoudiwv Tpayoudikwv
napster.com napste;.com napster-.com
A W < EpwTtnon: ]
: REM? Atmravrnon:B
' Ping/Download
>
— =] = — — = - T -
Peer A Peer B Peer C Peer A Peer B Peer C Peer A Peer B Peer C
Music Music Music Music Music Music Music Music Music
L Files Files Files Files Files Files Files Files Files
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MNapaBupo AvalnTnong Napster

® Napster v2 0 BETA 7

File  Actions Help
) Home | Chat I &3 Library ” 4 Search Hot List I & Transfer @ Discover | (3] Help
Atist: |artist. mp3 Find it
Title: Clear Fields
Max Results: |100 Advanced >>
Filename Filesize Bitrate | Freq | Length |  User Connection | Pin
@ incomplete_other_artist\Tito Puentes Golden Latin Jazz &listars - Oye Como ... 3,696,640 128 44100 351 bdenzler DSL 343
® incomplete_other_artist\[Marty Robbins] The Fastest Gun Around.mp3 542,304 128 44100 0:33  bdenzler DSL 343
@ incomplete_other_artistsR avi Shankar - Chants Of India 04 - Asato Maa.mp3 2,443,408 128 44100 235  bdenzler DSL 343
® other artist\Engelbert Humperdinck - White Christmas.mp3 9,277.648 320 44100 352 bdenzler DSL 343
® other artist\Grateful Dead - Franklin's Tower - Reggae Style.mp3 4,635,458 128 44100 4:.48 bdenzler DSL 343
@ |Unknown Artist - You seriously have ta listen to this.mp3 462,843 318 16000 017 saml13.. Cable 383
® 14P32\artist - 'The Way Life |s' By Drag-On featuring Case.mp3 4,726,784 128 44100 454 burgb51 Cable 386
® 1{P3z\artist - 'Opposite Of H20' By Drag-On featuring Jadakiss. mp3 3,540,992 128 44100 341 burgbh1 Cable 386
OVarious Artist - Perfect Day 97.mp3 3,722,344 1286 44100 353 falkstad  ISDN-128K 398
@ Liszt\Liszt - Etude 'Un sospiro’ - Cziffra-artist. mp3 2,7952512 128 44100 2563  Iskdflkjl... Unknown 504
O Music\W aiting To Exhale - Original Soundtrack Album - Various Artist - Count... 3,199,083 36 44100  4:26 Jzfork9 56K 511
® Track 03_artist.mp3 4,054,332 128 44100 413 immusic... Cable 514
® Track 02_artist.mp3 6,228,974 iMMUSIc. .. Cable
 Track 01 artist.mp3 4,731,426 44100 454 immusic...
® Track 04 _artist.mp3 4,514 505 128 44100 441 immusic... Cable 514
® Track 05_artist.mp3 4,105,323 128 44100 416 immusic... Cable 514
® mixer in track 01_Artist_0721011750.mp3 180,686 128 44100 017 immusic... Cable 514
O AlbumtReflex - Keeo In Touch-Artist.mo3 7.041.024 160 44100  5:43 rotimca AEK 027 LI
Returned 100 results.
Get Selected Songs Add Selected User to Hot List |
Online (keyscreen): Sharing 491 files, Currently 740,043 files (2,991 gigabytes) available in 5,873 libraries, U

-
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Gnutella

o &
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- File Sharing

To (apxikO) Napster kAgivel To 2001 peTad Ao ATTOPACH TOU
OIKAOTNPIOU YIa TTAPAVONN avTaAAayn apXEiwv.

2TIC apxec Tou 2000 dnuioupyeital AtTO TOUC KATAOKEUAOTEC TOU
Winamp, €va véo ouoTNUA OTO OTTOIO OEV UTTAPXEI
KEVTPIKOTTOINUEVN OlaXEIPION TNG AIOTAC TWV APXEIWV.

Me auTto TOV TPOTTO ONMIOUPYEITAI EVA EVTEAWC KATAVEUNMEVO
ouoTnMa (TTou BewpnTIKA OEV PITTOPEI VA KAEIOEI KAVEIC. .. )

2Uvdean Avalntnon Avaktnon
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MNapaBupo Avalntnonc Gnutella

.

@ LimeWire: Enabling Open Information Sharing

File View Navigation Resowces Tools Heb
p— . " l\y '!"‘\ 1’ ] 4 - ‘ ’
C”\ Search B Monior 'S); Connections | Library lee bl
Library
- m ' Namsa Size Type & Path Uploads Hits Locations
) Saved Fles &l Alfie_Zappacosta_Start_Again 4,356¢B mp3 C:\Prograen FilesiLime,., 0/ 0 0 0
) Incomplete Files @] American_Analog_Set_The_Only_One 2,131 kB mp3 C:\Prograen FiesiLime... 0/ 0 0 0
@ oreat speeches - Football - vince lombardi speech  2,149KB mp3 C:\Program FlesiLime,.. 0/0 0 0
@) Great Speeches - Malcom X - Black power 1,188%B mp3 C:\Program Fles\Lime,.. 0/ 0 0 0
@) John_Yandershce_Amiriptyline 5,786 KB mp3 C:\Program Flles\Lime... 0/ 0 0 0
@) TheQuckFikills_Pick_Your_Poison 4,178%B mp3 C:\Program Flles\Lime... 0/ 0 0 0
[ -
7 —
Refresh Explore
AW
MP3 Playlist
Name Length Bitrate
great speachas - footbal - vince loenbardh speach.mp3 2:17 128
Graat Speaches - Malcom X - Black power . mp3 1:16 128
John_Vandershice _Amiriptylne. mp3 3:44 211
Alfie_Zappacosta_Stat_Agsin.mp3 3:43 160
L) Pla jons: [v] Continuous [ ] Shuffle
A y Opt 4 L]
Qpen... Save...
Qualty: TurboCh ‘
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Hybrid P2P

-

Skype : AladIKTUOKE TnAgspwvia

Awpeav cuvoulAia JE AANOUC XpNOTEC onoudijiivic

OTOV KOGUO.

Anuioupynbnke ano Touc IOPUTEC TOU EPYAAEIOU

avTaAAaync apxeiwv KaZaA

H ApxiTekTovikn M/ xpnolygonolgiTal yia va
OpopoAoyel EEunva Ta NAKeTad pwvNG HETAEU TwV

diagopwyv MNeAaTwv

rC‘:\'f:??:?

To TTPWTOKOAAO
ETTIKOIVWVIAC
TWV superpeers
gival KAEIOTO
(proprietary)
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Centralized P2P

BitTorrent: File Sharing

‘Eva TTpWTOKOAAO PETAPOPAC
dedopEVWY (OxI avalnTnong

c) Inform peers
about available

pieces

OEOOUEVWV)
| Inform peers
ey seed ‘ about available
"""'"""i;. P —r pieces
"% .tOrrent Drrate B Q
- — et c) Inform peers
S b) Upload .torrent about available
pieces
a) Create .torrent
- . 20
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Centralized P2P

72 Dy -y ! 16 )
& -l Pe——— oIy PIE
e L& Yow Mgeorkes Jooke el

Coogle .~ loi @ B e O monaiee B tdes ¥ D Settings -
Lrbs THWME o HOMEGUCR 1 Mo () oClms | oClaes | CARDS g MARITCLRIE 0 CeanardiOwving
S R - D) e v e - 5 reck - - 00

The Dlrate 38‘1?

con Yorrent | Avals | Ngdo 1z \edgaons | Top 100

¥ orso M yeoe T ey ™ pgopwovee I Nexviten T 2320 I
Am(mqncop wate | NeaBw xepts |

(soarch ey only

a0 TGl

1 Nlam
meunwmm | *100% -

BitTorrent: File Searchmg

Avocgnm on

.

BitTorrent 6.0 =10] x|
Fle Optirs  Get Sff Mo
P+
&
.
H0um by (2)
3 Complezed (0)
@ Active (1)
D inactive (1)
No Label (2)
4 | 3
O Geren (M orvers |73 puces | TIrmes| 5 Speedl\)lnogul
" Chent [Fop |%  |oownspeed [tpfpeed [ Ne | Uplboded | Comboded [reerd |
b PAURPRETZE B T plorreet 1.7.5 2 LAY .9 ks LE74, ] 9.9 hifs
I Bhosti34-211-dyma... AlPeers 0.70.1rc1?  DIX 942 210
e cdch 2916, 9062, da,.. yTomenk 1,7.5 OH 1000 1.9k8¢ 110 £ %5 h8fe
wla AOTSrp-dynamic-...  uTomreek 1.7.5 el 142 4.20s
W 213-65-211-38009... WToment 1.6.1 DH 100.0 z|o 55805
DHT: 64 nodes (Updating) & Dreackels T 4308 U 0.2 4805 T: 46,548

2 AvaKTnon 256KB a116 kGB¢e Peer yéxpr va

avakTnOei OAo 10 apxeio. Ta KOPPATIA TTOU
avakTouvTal yivovTtal TTapaAAnAa diaBéoiua
OTOUC UTTOAOITTOUC JEOW TOU tracker 21
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Mechanisms

e
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How do P2P systems work?

e
—

..

 Fundamental architectural choices:
—Degree of centralization
—Structure of the overlay network

* Key challenge:

—Build an overlay with a routing capability that works well in
the presence of a high membership turnover (churn)

* Key problems to meet the challenge:
—Application state maintenance
—Application-level node coordination
—Content distribution

-

56
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Degree of centralization

e
—

..

» Centralized
—KevTtpika Eupetnpia Avalntnonc 11.X., Napster, Bittorent

* Purely Distributed
—Aev uttapyouv Eupetnpia Avalntnoncg 1.X., Gnutella

* Hybrid
—Kdartrolol etTIAeypévol peers (N €TTIAoyN YiveTal aon Tou
olaBeaiyou bandwidth, TnC wpa cuvdeaNC, KTA) EXOUV PEPIKA
EUPETNPIA VIO TA TTEPIEXOUEVA OGAAWYV KOUPBWV, TT.X.,
FastTrack (KaZaA), Limewire's Ultrapeers (Superpeers),

Skype ﬁﬁ -
e o —g
p/. EI: ‘b

o

peer :_
‘\‘Illl- =~ server

\\ chent

— > QUERY > QUERYHIT
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Super-peers

—example: Kazaa

-

* A super-peer is a node Iin a peer-to-peer network that operates
both as a server to a set of clients, and as an equal in a
network of super-peers.

* Super-peer networks try to balance the efficiency of centralized
search, and the autonomy, load balancing and robustness to
attacks provided by distributed search.

.
Q \_ client

_,_; Super peer

Super- pfﬁ/’ =

=

e

N, —

ﬂ

client .

s
\

.

&) —

~ e
T —

client

Friday, April 29, 2011



-
P2P classification

Computer systems (CS)

|
Centralized CS

(mainframes, SMPs,
workstations)

L

Distributed CS

[
Client/server |

I_I_I

|
P2P

I—'—I

Flat Hierachical Hybrid
(eg. DNS) (eg.Napster,
Groove)

Pure
(eg. Gnutella,
freenet)

Super Peers
(eg. Kazaa)

-

e
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Motivation for structured P2P

* Peer-to-Peer file-sharing very popular

* Napster
—Completely centralized
—Central server knows who has what
—Judicial problems

 Gnutella

—Completely decentralized
—Ask everyone you know to find data
—\Very inefficient
* Need decentralized solutions with more efficient
index structures:

—Structured overlays

-

central index
0.

O 0 b ©
decentralized index

.....
ceo®
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The problem of Overlay Maintenance

* P2P systems maintain an overlay network, which can be
though of as a graph G = (N,E) where:
—N: set of participating computers
—E: set of overlay links

—Two nodes linked together, are aware of each other’s IP
address and communicate directly via the Internet

 Connection of new nodes:

—In partly centralized systems:

e connect first to controller node located at a well-known domain name or
|P address.

* initially a star-shaped topology
—In decentralized overlays:

 obtain, through an outside channel (Web), the network address of some
bootstrap node already in the system

-

/
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Structured vs Unstructured Overlays

i c‘
K % 8%,
) ¢

* Unstructured Overlays:
—No constraints on the links between different nodes
—No particular graph structure
—Minimum and maximum degree for each node (why?)

—A node picks its neighbors by conducting a random walk on the graph,
for each neighbor

e Structured overlays

—Each node has a unique identifier in a large numeric key space (e.g. in
the set of 160-bit integers)

—|dentifiers are chosen so that they are uniformly distributed in that space

—A node’s identifier determines its position within the structure of the
graph and constrains its set of overlay links

—Keys are used when assigning responsibilities to nodes

o J

62
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Structured Overlays

[—
L 1

* Managing the key space:
—the key space is divided among the participating nodes, such

that each key is mapped to exactly one of the current overlay
nodes via a simple function

—E.g. a key may be mapped to the node whose identifier is the
key’s closest counterclockwise successor in the key space

-
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Key-based routing

* Given a starting node no and a key k, KBR produces a
path that ends to the node responsible for k

—Path: a sequence of connected overlay nodes

—Different KBR implementations seek to strike a balance
between the maintained at each node
and the

—For typical implementations, the amount of routing state and
the number of forwarding hops are both logarithmic with
respect to network size

Node 65alfc invokes
KBR with the key
d46alc, producing

a route to the
responsible node
d462ba via a sequence

2ba

213f

13da3

-
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KBR and Structured P2P Overlays

e Structured P2P:

—Invest additional resources at each node in order to maintain a
specific graph structure which can perform KBR

—KBR can reliably and efficiently locate uniquely identified data
items and maintain spanning trees among member nodes

* Maintaining a structured overlay in a high-churn
environment has an associated cost, which may not be
worth paying if the application does not require the
functionality provided by key-based routing.

* Choice between structured and unstructured depends

on.
—how useful KBR is for the driving application
—the amount of churn

-
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Distributed state

* Most P2P systems maintain some application-specific
distributed state:
—State:

* A key goal for P2P systems is to maintain this collection
of state objects in a distributed manner by providing
distributed mechanisms for:

—object
—object

65afc Songl

35b7d SongN

N /
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Distributed state in Partly centralized P2P

g

 Placement:

—An object is typically stored at the P2P node that inserted the
object, as well as at any nodes that have subsequently
downloaded the object.

* Discovery:

—The controller node maintains information about which
objects exist in the system, their keys, names and other
attributes, and which nodes are currently storing those
objects.

—Queries for a given key, or a set of keywords that match an
object's name or attributes, are directed to the controller,
which responds with a set of nodes from which the
corresponding object(s) can be downloaded.

-
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Distributed state in Unstructured P2P

o
——

g

 Placement:

—Content is typically stored at the node that introduced the
content to the system, and replicated at other downloaders.

—Some systems place copies of (or pointers to) an inserted
object on additional nodes, for instance, along a random walk
path through the overlay.

* Discovery:

—To locate an object, a querying node typically a

request message through the overlay.

* The query can specify the desired object by its key, metadata, or
keywords.

—A node that receives a query and has a matching object (or a
pointer to a matching object), responds to the querying node.

N /
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Flooding

Figure 2. Locating objects in unstructured overlays.

Node I adds and
advertises the
green object by
inserting pointers
to the green object
on all nodes along
a random walk
through the overlay.
When node S tries
to locate the green
object, it floods a
query through the
overlay. When the

— Insertinanode  QUEry reaches node
— Insertionpath S= Q.Jerymg; node R, R returns the
—» Flood R = Rendezvous node  address of L.

e Often, the scope of the flood (that is,the maximal number of hops from the querying
nodes that a flood message is forwarded) is limited to trade recall (the probability that
an object that exists in the system is found) for overhead (the number of messages
required by the flood).

e An alternative to flooding is for the querying node to send a request message along a
S random walk through the overlay

/

69

Friday, April 29, 2011



i
4 .

Distributed state in Structured P2P

» State maintenance is performed using the
(DHT) abstraction.

* The DHT has the same put/get interface as conventional

hash tables, but:

—inserted (key,value) pairs are distributed among the participating

nodes in the structured overlay using a simple placement function:
* “values” are the state objects maintained by the system

« Example of a . place replicas of the key/value
pair on the set of r nodes whose identifiers succeed the key in
the circular key space

— This function can be implemented using the KBR primitive

—To insert (put) a value: use the KBR primitive to determine the node responsible for
key k, and store the pair on that node, which then propagates it to the set of
replicas for k.

—To lookup (get) a value: use KBR to fetch the value associated with a given key

-
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put in DHT

put (key, value)

.

The key/value pair is
replicated on the node
responsible for the key
(reached via KBR) and

its three successors.

71
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Churn

\What does it mean?

*WWhen a DHT experiences churn, pairs have to be
moved between nodes as the mapping of keys to nodes
changes

* To avoid large data transfers during churn, large data
values are typically not inserted directly into a DHT;
instead an indirection pointer is inserted under the
value’'s key, which points to the node that actually stores

the value

.
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Structured vs Unstructured

e
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» Unstructured overlays:
—tend to be very efficient at locating widely replicated objects -

—support arbitrary keyword-based queries

 KBR-based techniques:

—can reliably and efficiently locate any object that exists in the
system, no matter how rare it may be -

—directly support only key-based queries

-
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Distributed Coordination in P2P
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* A group of nodes in a P2P application must coordinate
their actions without centralized control. E.g.:

—A set of nodes that replicate a particular object must inform
each other of updates to the objects

—A node interested in receiving a particular streaming content
channel may wish to find, among the nodes that currently
receive the channel, one that is nearby and has available
upstream network bandwidth

* Coordination approaches:
—Epidemic: information spreads virally
—Tree-based: distribution trees are formed to spread the info

—Centralized: coordination is accomplished through the
controller

-
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Distributed Coordination in unstructured P2P

-
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&, 8,
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-

* Epidemic dissemination

—Best suited for unstructured overlays
—Simple and robust

—There is a trade-off between the speed of information
dissemination and overhead
- The information ends up being needlessly delivered to all nodes

* Spanning-tree (yevvntopikd 0£vOpo) dissemination

—ST connects the nodes that should be coordinated

—The ST is embedded in the overlay graph using a decentralized
algorithm for ST construction

—The ST is used to multicast messages to all members or to
compute summaries (sums, averages, minima, maxima) of state
variables within the group

—Added efficiency should be balanced against overhead of
maintaining a spanning tree in the unstructured overlay network

J
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Distributed Coordination in structured P2P

& &
g it

* Spanning trees can be formed and maintained very
efficiently using the KBR primitive
={rees is the preferred method of coordination for structured
overlays

*To join a ST, a node uses KBR to route to a unique key
associated with a coordination group

—The resulting union of the KBR paths from all group members
Is a ST rooted at the node responsible of the group’s key

* The KBR tree Is used to aggrege
state associated with the group,
multicast and anycast. e

-
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Scalability

*Why is the Spanning Tree approach ?

—A Join message ferminates as soon as it intercepts the
Spanning Tree

* Tree maintenance is decentralized: arrival and departure of a node is
noted only by the node’s parent and children in the tree

= The technique scales to:

* large numbers of groups
* large and highly dynamic groups

-
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Content Distribution
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* A common task for P2P systems: distribute bulk data or
streaming content

* Techniques:

—Based on fixed distribution trees: either formed on structured
overlays or embedded in unstructured overlays

—Swarming protocols: no notion of fixed tree for routing

content - followed in Bittorent
e Content divided into blocks

e Each block is individual multicast to all overlay nodes, such that different
blocks are disseminated along different paths

* Once every swarming interval, overlay neighbors exchange information
indicating which content blocks they have available

* Each node requests from its neighbors a block that it does not already
have

ol BitTorrent y
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Challenges

e
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» Controlling membership

—sybil attacks: attacker creates many distinct identities to

populate a P2P system with nodes under his control
* Proof of work required by a node before joining the overlay
* Certified identities

* Protecting data: availability, durability, integrity, and
authenticity of data
—Self-certifying objects; peers vote on the authenticity of data

—Replication to address availability under churn

A practical system cannot simultaneously achieve all three goals of
scalable storage, high availability and resilience to churn.

*|ncentives
—Tit-for-tat strategies to deal with free riding

-
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Challenges (ctd)
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* Managing P2P systems

—P2P systems adapt to a wide range of conditions wrt
workload and resource availability; recover from most
failures; participating users look after their hardware
iIndependently

—However, the lack of centralized control makes it difficult to
manage systemwide disruptions when they occur

-
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