EuroCloud: Energy-conscious 3D Server-on-Chip for
Green Cloud Services
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Cloud Computing (CC) is radically changing the waformation technology (IT) is provided and
used. Applications are delivered as services dweidriternet on-demand based on Data Centers that
cost-effectively consolidate and manage the Cloaiess. Already CC services are provided to
hundreds of millions of users by millions of sessén the Data Centers. As increasingly more IT
services are moved to the Cloud, the demand for Data Centers and, consequently, for servers
increases at phenomenal rates.

Data Center construction and operating costs, eilyreften in excess of tens of millions of dollars
have alarmed the public about the negative enviemtat impact of Data Centres and created an
impetus for the design of low-cost, compact, enaffigient Data Centers with much less carbon
footprint. Server equipment costs and unprecedesletricity bills due to power consumption [1]
are the main contributing factor in the total cosa Data Center. Furthermore, microprocessors and
the memory systems are both the most costly an@poensuming components in a server [2,3].

In the past decades, microprocessor designers tewvessed power growth by reducing transistor
supply voltages. Unfortunately, voltage scalinghitting the diminishing returns because further
reductions in voltage will eventually cause incesasn power due to larger transistor leakage
currents. In the absence of voltage scaling, futlips may either need to include many low-power
processor cores or a new class of "embedded-baseddr architectures to sustain the scalability of
future Data Centers.

The EuroCloud project addresses this need by prmogpas3D “Server-on-Chip” that provides a very
dense low power server using many ARM cores, hamsacelerators and integrated 3D DRAM.
EuroCloud represents a pioneering approach sincthéofirst time an ARM based 3D stacked chip
will be built grounds up aiming to address the meedf future Cloud servers.
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Figure 1 EuroCloud 3D Server-on-Chip concept
The rationale behind the EuroCloud concept is éhatimber of existing (e.g. web and database) and
emerging Cloud computing applications (e.g., videgdic streaming, song recognition and data
mining) favour an increase in thread- and memovgllparallelism and benefit little from instruction
level parallelism. Each client request is servibgyda single or multiple independent threads each
running on a dedicated processor core. These apipls need many simple processor cores with
high-bandwidth/low-latency access to very large mees. Using standard off-chip DRAM is



bandwidth-constrained due to limited pin countwsbiue to chip crossing, and power-hungry due to
I/O pads and driving circuitry. To eliminate thesefficiencies and address these issues, we propose
to 3D stack DRAM chip on top of the ARM Cortex Ag processor cores and hardware accelerators
(e.g. GPU, video and crypto engines) as showkigare 1.

Our vision and current developments point to a majoft to novel server models using embedded
processors around 2011 timeframe, and this shiftslaw down the growth of PC-based commaodity
servers. These embedded-based servers will be pglipwith off-chip DRAM, and emerge in the
server market to meet the demand for energy-effagiend green Cloud services. Our forecast is that
3D Server-on-Chips, e.g. EuroCloud server chipetiasn many-core embedded processors will
emerge in the server market around 2016 providiagyMow-cost low-power server processor cores
with high-bandwidth on-chip memory subsystem andlnform factor.

EuroCloud is realized in the context of a threery@810-2012) project funded by European Union
Framework Program 7 with the following five cledmjectives:

1) Workload characterization of Mobile Cloud applications: Characterizing thevi.com [5] Cloud
applications in traditional and Cortex A9-basedveersystems, and providing feedback on the
memory, processor and hardware acceleration regemes on the future 3D Server-on-Chip
architectures

2) Scalable 3D Server-on-Chip Architecture Specificatins and Server-on-Chip Power
Management: Specifying the non-coherent and coherent 3D SemeChip architectures, and
hardware accelerators, implementing on-chip squeerer management.

3) On-chip Hierarchies and Interconnects: Optimizing the memory/cache hierarchies in the
presence of on-chip DRAM, and exploring the scaaibkerconnection networks for performing
scalable core-core and core-memory communications.

4) Reliability, Availability and Fault Tolerance: Investigating reliability/fault-tolerance/availaityl
issues from core-level to system level includinfjvgare and hardware mitigation techniques.

5) Virtual and physical prototype specifications of 3DServer-on-Chip: Prototype specification
and implementation of a 3D Server-on-Chip with €rrA9-based logic SoC and DRAM integrated
in 3D packaging.

At project completion we anticipate a wide adoptairthe EuroCloud concept and approach in the
server design for future Data Centers.
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