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Abstract widely used methods for solving the heat equation are fi-
nite difference (FDM) and finite element methods (FEM).
As microprocessors become increasingly thermally con- These methods permit modeling arbitrarily detailed phys-
strained, microarchitecture and operating-system resear ical systems. However, using FDM or FEM for model-
will require temperature models that are reliable, fastdan ing microprocessor temperature requires a large number
easy to use. This goal is difficult to achieve with general- of nodes [7]. This means a long computation time, espe-
purpose tools like those based on finite elements. We havéially when modeling time-varying temperature.
developed a computationally efficient temperature model, The oldest method for solving the heat equation is the
called ATMI, using analytical methods. ATMI is specialized analytical method [9, 4]. Unlike other methods, analytical
and is based on some idealizations of the microprocessormethods provide explicit solutions, generally in the form
chip and its packaging. The computation speed and easeof an infinite sum or an integral, which can be evaluated
of use of ATMI make it appropriate for research. This pa- quickly and accurately on modern computers. However,
per presents the ATMI model, gives an overview of its soft-analytical methods are not as general as FDM and FEM
ware implementation, and provides some example applica-since they require more idealization of the physical system
tions. Nonetheless, when applicable, analytical methods are reli
able and computationally efficient. We believe that analyt-
ical methods are appropriate for researchers that have in-
terest in temperature issues in microprocessors. Our argu-

1. Introduction
. . ments in favor of analytical methods are as follows :
The relentless increase of power density has made tem-

perature an important constraint in the design of high per-
formance microprocessors. Packaging has long been con-
cerned with temperature issues, but packaging alone is
no longer sufficient. Now temperature issues concern cir-
cuit designers, microarchitects, and operating-systesmlde
opers. Consequently, researchers need reliable models for

e In microarchitecture and operating-system (OS) re-
search related to thermal issues in microprocessors,
the greatest source of inaccuracy does not come from
physical idealization, but from not knowing parame-
ters value (e.g., heat sink thermal resistance, interface
material thickness and thermal conductivity, ...). This

studying temperature-related problems. We propose ATMI,

a model of temperature in microprocessors. Compared to
general-purpose tools, ATMI is computationally efficient
and easy to use. These advantages were obtained by sacri-
ficing generality and by idealizing the microprocessor chip
and its packaging.

Accurate temperature modeling requires to solve a
boundary-value problem. First, the physical system is mod-
eled (object geometry, material properties, boundary
conditions,...), then the heat equation is solved with math
ematical means. There are different methods for solv-
ing the heat equation. Ideally, one would like a method that
is general, reliable, fast, and easy to use. To our knowl-
edge, no existing method has all these qualities. The most

does not necessarily mean that the qualitative conclu-
sions are wrong (if an idea were dependent on precise
parameters values, this idea would probably have lit-
tle applicability). Having a model with few but impor-
tant parameters makes sense, but it is essential that the
model be consistent with physics when we vary pa-
rameters values. This goal is compatible with analyti-
cal methods.

For microarchitecture and OS research, computation
speed is very important. Analytical methods are gener-
ally very fast compared with FEM and FDM.

Limit studies are useful when trying to gain some un-
derstanding (e.g., what if the heat source is very small?
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Figure 1: ATMI model : two layers of different mate-
rials. Heat transfer between the two layers is mod-
eled by a conductance h;. Heat transfer from layer
2 to the ambient medium is modeled by a con-
ductance h.. Heat generation is modeled as a pre-
scribed heat flux on the plane 2z =0.

what if the heat sink is very large ? ...). Analytical

methods do not rely on space discretization and make

limit studies very easy.

The rest of the paper is organized as follows. Section
2 presents the ATMI physical model. Section 3 gives an
overview of the implementation of the ATMI software. Sec-
tion 4 provides some applications of ATMI. Finally, Section
5 concludes the paper.

2. The ATMI physical model

Figure 1 depicts the ATMI physical model. It consists
of two layers of different material. Each layer is paralkel t
the “horizontal”(x, y) plane and perpendicular to thedi-
rection. Layer 1 corresponds to€ [0, z1] and represents
the silicon die, with thermal conductivity, . Layer 2 cor-
responds ta: € [z1, 22] and represents the heat spreader
and/or the heat sink base plate, with thermal conductivity
ko. The material used for layer 2 (for instance, copper) gen-
erally has a high thermal conductivity for good heat spread-
ing. The two layers have the same horizontal dimensions :
each layer is a square of side lendthwhereL is the heat-
sink width. Hence one of ATMI limitations is that it does
not model chip edges.The power dissipated in transistors
and wires is modeled by a prescribed heat fix, y, ¢) de-
pending on time and representing the 2D power density in
the planez = 0.

Conductancer;, in W/m?2K, represents the interface
material. In the ATMI physical model, the interface is con-
sidered infinitely thin. This physical idealization progl
a good approximation of the actual behavior [21]. If one
knows the interface thickness and thermal conductivity
k;, the corresponding conductance is

1 Neverthless, the ATMI manual [1] describes a rule of thubased on
the method of images, for estimating the impact of the gilitayer

width being less thad..

| locus | boundary condition |
z2=0 —k1 G = q(z,y, 1)
T e
=h(Ty = Ty)
2=z —k 22 = hy(Ty — Tums)
x==+L/2 % = % =0
| t=0 ] Ty =T = Tump |

Table 1: ATMI boundary conditions.

(1)

Conductanceh, is an effective heat transfer coefficient
[10, 23]. For example, for a conventional heat-sink of ther-
mal resistance?;, s (K/W) and width L, the equivalent heat
transfer coefficient is

1
=— 2
RpsL? @

In each layer, we assume material characteristics that are
uniform and independent of temperature. In reality, silico
characteristics are dependent on temperature. To lireeariz
the problem and make the analytical approach tractable, ma-
terial characteristics should be set according to the tempe
ature range priori. After linearization, the heat equation
can be written

ho

1 90T;
Q5 ot

V2T, =

fori € {1, 2} and with the boundary conditions listed in Ta-
ble 1. In particular, temperatufe,,,,;, of the medium on top
of layer 2 is assumed uniform and constaitandT; are
temperatures in layers 1 and 2 respectively, anéndas
are thermal diffusivities im?/s.

We obtained an explicit analytical solution for a point
source using classical methods [4]. The detailed derimatio
of the solution is provided in [19]. The mathematical ex-
pression gives temperature on the plane- 0 as a func-
tion of the distance from the point source and as a function
of time (a power-step is applied to the point source).

Because the ATMI model is linear, the temperature for
any power density(z, y, t) can be obtained from the point-
source solution by superposition. More precisely, we define
the temperature relative ,,,,;, (or relative temperaturéor
short)

u:T_Tamb

The principle of superposition can be stated as follows. Let
u1(z,y,t) be the temperature on the plane- 0 generated



by any power density; (x, y,t) andus(z, y, t) the temper- L
ature generated by any power densgiyzx, y,t). The tem-
perature generated by power density

q(z,y,t) = Brq1(z,y,t) + Baga(z, y, t)

where3; andj, are any fixed factors. The principle of su-
perposition is intuitive and powerful. Itis the basis of ATM
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2.1. Spatial and time convolutions

Essential for a microprocessor temperature model is the L:Jd L Jd L
measurement of the effects of the different temperatureF_ 2 Method of i i infinit b
sources on a chip over time. This can be computed using \gure 2. Method of Images - an Infinite number

of image copies of a power source in the plane

space and time convolutions as described below. We define i .
H(t) as z = 0 simulate insulated walls at 2 = +L/2 and

y==+L/2.

0 t<0
H(t) = { 1 t>0 than the chip and the chip is mounted at the center of the
B heat-sink base plate, it is accurate and computationdily ef
cient to model each image as a point source (temperature a
few centimeters away from a source is practically indepen-
dent from the source geometry and very close to that of a
point source).

3. ATMI software implementation

and we defineu,(z,y,t) as the temperature generated on
the planez = 0 when a point source located &t, 0, 0)
dissipates a poweH (t) (watts) and assumind = oo.
The temperature (x, y,t) generated by any power den-
sity g(x,y) x H(t) is

. , , The model described in Section 2 could be generalized
ur (@'Y t) = // q(z,y)up(z' =,y —y, t)dvdy  (4) to an arbitrary number of layers and various boundary con-
) ) ditions [4, 13, 6, 17]. Such model could be used for ap-
If we consider any functionp(t), the temperature pjications other than microprocessor temperature. Howeve
u(z',y',t") generated by any power densitir, y) x p(t) by specializing the model, we could tailor the model to our
1S needs and obtain computation speed and ease of use.
The model of Section 2 is already specialized as it con-
t siders a fixed humber of layers, fixed boundary conditions
AR Qug , , , .
u(z', Yy ) = / p(t)w(x vyt —=t)dt  (5) (apart fromg(z, y,t)), and considers temperature only on
0 the plane: = 0. Moreover, assuming that power sources are
which is known as Duhamel’s theorem. Both (4) and (5) located close to the center of the base-plate, as explained i
stem directly from the principle of superposition (3). Section 2.2, facilitated the implementation of the methbd o

2.2. Method of images images.

Formula (4) is valid forl, = co. The impact of the fi- 31 Accelerating time-convolutions

nite heat sink widthZ, can be modeled by the method of Computing spatial convolution (4) and time convolution
images [4, 15]. The sides of the base plate are located a(5) may require a lot of time. Thus our model requires ad-
x = +L/2 andy = +L/2. Heat escaping by convection ditional specialization. Fast Fourier Transform (FFT)Idou
through the sides of the base plate is negligible comparedbe used to speed up convolutions. The ATMI software pro-
with that escaping through the top. Hence we can assumevides a FFT-based spatial convolution for steady-state tem
insulated walls atr = +L/2 andy = +L/2. The effect perature. However, for transient temperature, we used a dif
of insulated walls can be simulated rigorously by adding ferent method. Instead of considering arbitrarily dethile
the temperature contributions of an infinite number of im- power density maps, we assumed a microprocessor power
age copies of the power source, as illustrated on Figure 2.density map could be modeled with a moderate number of
The principle is to create a symmetry that forces the heatrectangle power sources.

flux in the planess = +1./2 andy = +L/2 to be parallel As for time convolution, it was not possible to use the
to these planes. In practice, because the heat-sink is wideFFT in the general case. The FFT can speed up convolutions



provided power density as a function of time is known a pri- large values ofn—n, as the second derivativeof; () con-

ori. In particular, power density should not depend on tem- verges to 0. As time increases, old power events are progres-
perature. However, there are two reasons why this is not thesively merged thanks to the second compression method.
case. First, modern microprocessors feature on-chip ther-As old events get merged, this creates new opportunities for
mal sensors that trigger thermal throttling when the tem- further compression with the first method.

perature limit is exceeded, and thermal throttling changes A physical interpretation of event compression is that, as
power density. Second, static power consumption is a func-power events get old, what matters is the quantity of energy

tion of temperature. that these events represent, not the precise times at which
Consequently, we used a different method to speed upenergy was released.

convolutions. We define a fixed time-stepand we assume In the ATMI software, the loss of accuracy introduced by

that power density is constant in time intervais, (n+1)7] event-compression is controlled with a parameter, i.e., we

wheren is any integer. The time convolution (5) becomes a merge events only when the error introduced does not ex-

discrete convolution : ceed the parameter value. The speed-up provided by event-

compression depends on the parameter value : the larger the

mol DT gy error tolerance, the faster.
utmr) = Y- [ ple) Tyt e — e 32, The ATMI software
n=0 nTt
m—1 The ATMI software is a library written in C. It is pub-
= Z p(nm)[ug((m —n)7) —ug((m —n —1)7)] (6) licly available under the GNU General Public Licence [1].
n=0 ATMI compiles under Linux and requires the GNU Scien-
= p(0)ug (mT) tific Library [2]. This section provides an overview of the
m—1 software. A more detailed description is given in the ATMI
+ ) [p(nt) = p((n = 1)7)ug((m —n)7) (7)  manual [1].
n=1

The ATMI model features 9 physical parameters (cf. Fig-
where we used the fact thaty(0) = 0. As computing ~ ure 1)z, d = zo — z1, k1, k2, a1, a2, ha, ho @andL. These
ug(t) involves a large number of operationsy is com- 9 parameters are gathered in a C structure :
puted for a few values of according to a geometric se- | struct atmi_param {

ries, and interpolation is used for other values. Moreover| double z1; /x layer 1 thickness (m) */
. double d; /x layer 2 thickness (m) */

someuy(nT) values are memoized for further speed-up.| double ki; /+ layer 1 thermal conductivity (W/mK)/
Yet, computation time is still proportional @2, double al; /x layer 1 thermal diffusivity (m~2/s)x/
. . double k2; /x layer 2 thermal conductivity (W/mK)x/

To solve this problem, we implemented a method thatwe  double a2; /+ layer 2 thermal diffusivity (m~2/s)«/
call event compressioffo our knowledge, this is an origi- double hl; /x layer 1/layer 2 (W/m"2K) */
. . double h2; /x layer 2/ambient (W/m~2K) */

nal method. Event compression tries to decrease the numbgr double L; 7+ width (m) «l

of summands in the discrete convolution. Indeed, in equat
tion (7), if there exists an such thap(nt) = p((n — 1)7), 5
the corresponding summand is null. The basic principle of ATMI works with SI units. In particular, distances are ex-
event compression is to merge consecutive events. Morepressed in meters, times in seconds, and temperatures in
precisely, we replace consecutipénr) values with their kelvin or degrees Celsius. The 9 parameters can be set ei-
common average value. Merging events preserves the totather directly, with the function

energy (when events have different durations because thetyatmi_Setparam )

result from previous merging, we compute a weighted aver
age). or with the function

We used two event-compression methods and combineoid atmi_fill _param (
them. The first event-compression method is based on the  struct atmi.param «p,
. . double celsiuszone, /% (C) ]
observation that, whep(nr) ~ p((n — 1)7), merging the double heatsinkresistance , 1% (KIW) =/
i double heatsinkwidth , [+ (m) */
two e\(ents keeps temperature approximately the same (cf. doublo copperthickness | m
Equation (6)). double bulk_silicon_thickness , /x (m) *
The second event-compression method is based on thje ~ double interfacethickness, [« (m) =/
. . double interfacethermalcond); /x (W/mK) x/
observation that ifugy ((m — n)7) — ug((m —n — 1)7)
is constant for consecutive time-stepsandn + 1, merg- which sets parameteks, k2,1 anday corresponding to sil-

ing the events does not change the overall sum in equatioricon (layer 1) and copper (layer 2). The valugwgfis set by
(6). Following this observation, we merge the events when providing the interface material thickness and thermat con
ug((m—n)7) —ug((m—n—1)7) is approximately con-  ductivity (cf. equation (1)). The value &, is set by provid-
stant for several consecutive time-steps. This happens foiing the heat-sink width and thermal resistance (cf. eqnatio



(2)). Parametecelsiuszonés a temperature used to deter-
mine silicon characteristics. For example, if we expecttem
perature on the chip to be between°@0and 100C, we
may sefcelsiuszonéo 70.

ATMI is built around a set of core functions providing
heat-equation solutions. We describe in this document only
the two most useful ones.

4

double atmi.rect (
struct atmi_param xp,

double q, I/« power density (W/m~2)x/ i

double a, double b, / rect size (m)x/ Figure 3: Exampleof steady-statetemperaturemap ob-
double x, double y, /« point coord (m)«/ tained with the atmi_steadygrid() function.

ouble t, /% time (s) */

char steady);

. i . ] be noted that this example uses the principle of superposi-
This function gives the relative temperature on the plane 45,

z = 0 at timet generated by a rectangle souneben
L = o, i.e, when layers 1 and 2 are infinite in theand
y directions. The source is assumed to dissipate no powe
for t < 0, and a constant and uniform power densitgin
W/m?) fort > 0. Parameters andb are respectively the
width (x) and height (y) of the rectangle source. Parame-

The ATMI software provides some functions that auto-
mate the use of the principle of superposition. The follow-
fing function takes as input a set of rectangle sources, each
source being specified by its coordinates and power den-
Sity :

ters(z,y) are the coordinates of the measure point, taking desfrtﬂi{s;?rﬁgﬂfacr;(
the rectangle center as the origin. If paramsteadyis null, int nrect, fp P I+ number of rectangles x/
the function gives temperature at timeotherwise it gives struct atmi.rect rc[], /x rectangle coordinates«/
double q[], I/« power density */
the steady-state temperatute-{ o). double temperature[]);
The impact of the heat-sink width is modeled with a sep-
arate function : It returns in the arrayemperature[Jthe steady-state rela-
— tive temperature at the center of each rectangle. Heeet
double atmi.images ( .
struct atmi_param #p, is the number of rectangles;[] are the rectangles coor-
double power, fa (W) dinates andy[] are the power densities in each rectangle.
double t, /% time (s) x/ . . . .
char steady); Nevertheless, the computation timeadfi_steadyrect()in-

creases as the square of the number of rectangles. For very

This function gives the temperature contribution fromthe fi - detailed power density maps, we have implemented a FFT-
nite value ofL as a function of time. This contribution be-  hased spatial convolution in the following function :

comes null ad. — oo. Here,poweris the total power (in

watts) dissipated on the chip : itis null for< 0 and con- | Vo'd Bti-sleadvariol
stant fort > 0. This contribution must be added to the tem- int nx, int ny, I+ number of squares/
; ; : B double gridunit , /x squares size */
peraturgvalues obtained W|_th functiatmirect(). atmi.grid q, /« power density !
Here is an example (partial) program : atmi_grid temperature);
struct atmi_param p; . . . .
atmi_setparam(&p.,...): Theatmigrid type is defined as
double al = 1e-3; [/« side 1lst square (m) ®/ —
double a2 = 2e-3; /+ side 2nd square (m) */ typedef double atmi_grid [1024][1024]; (
double b = 5e-3; /x distance between squares (my/
double g = 1e6; /*x power density (W/m~2) ®/ R
double Tamb = 45: /« local ambient (C) o Here, we considenx x ny square power source_aa( <
double t = 0.1; /% time (s) * 1024, ny < 1024), all squares having the same side length
double pw = gx(alval+aza2); /[« power (W) */ gridunit. Theatmi_steadygrid() function takes as input the
double T1 = Tamb + atmirect(&p,q,al,al,0,0,t,0) ower densi ridg and returns in emperaturegri
d t d ret the: t d
+ atmi.rect(&p,q,a2,a2+b,0,t,0) _ I
+ atmiimages(&p.pw. t.0). the steady-state relative temperature at the center of each
square.

This example considers two square sources whose centers Figure 3 shows an example of steady-state temperature
areb = 5mm away from each other, and with the same map obtained witlatmisteadygrid(). In this example, the
power density{ = 0 fort < 0, ¢ = 1W/mm? for grid consists 0180 x 230 squares, andtmi_steady_grid()

t > 0). The temperature of the air hitting the heat sink is takes about 2 seconds to execute on a 3 GHz Pentium 4
T.mp = 45°C. The example computes the temperature in with the default (conservative) settings of the ATMI 1.0.6
°C at the center of the first square aftet 0.1 s. It should release.



The principle of superposition as stated by equation (3)
is very general and applies to any time-varying power den
sity. The following example gives the transient tempematur
at the center of a square source which is onifars and off
the rest of the time :

double a 0.001; // square side
double q le6; // power density
double duration = 0.001;

double step.response(ouble t) {
return (t<=0)? 0 : atmirect(&p,q,a,a,0,0,t,0) +
atmi_.images(&p,gaxa,t,0);

}

double temperature@ouble t) {
return step.response(t)step.-response(t+duration);

However, for more complex cases, manipulating ATMI core t

functions directly becomes impractical. The ATMI software
also provides functions that automate the principle of supe
position for time-varying rectangle sources. The follogvin
function initializes ahermal simulator.

void atmi_simulatorinit(
struct atmi_simulator xts ,
const char xfilename,

#include <stdlib .h>
#include <stdio .h>
#include "atmi.h”

#define XS 0.002
#define XL 0.008
#define Q1 1e6
#define Q2 4e6

struct atmi-rect rc[2] ={
{—XS/2,—-XS/2 ,XS/2 ,XS/2 ,
{—XL/2, —XL/2 ,XL/2 ,XL/2}
b
int sensor[1] ={0};
double initq[2] = {0,Q1};
double q[2] = {0,0};
struct atmi_param p;
struct atmi_simulator ts;

main ()

atmi_fill _.param(&p,75,0.3,0.07 ,5€3,5e—4,5e—5,4);
atmi_simulator.init(&ts ,NULL,&p,2e—4,2,1,rc,sensor,
initq ,1e10);
while (ts.t <= 200.) {
q[0] (ts.t < 5e—3)? 0 :
ql1] (ts.t < 5e—3)? Q1 :
atmi_simulator.step(&ts ,q);
printf ("%8.3e.%8.3e\n",ts.t,ts.temperature[0]);

}

Q2;
0;

}

struct atmi_param xp,
double timestep ,

int nrect,

int nsens,

struct atmi_rect rc([],
int sensor([],

double initq[],

double wmax) ;

Parametetimestepcorresponds to the time-stefn equa-
tion (7) and is expressed in seconds. Power density in
each rectangle is considered constant between times
timestep and(n+ 1) x timestep, n being any integer. The

thermal simulator gives only the temperature at the center

Figure 4: Example of program using the ATMI ther-
mal simulator. The data produced by this program
is plotted in Figure 5.

state. When simulating a thermally-constrained processor
with automatic thermal management, the temperature on the
chip cannot exceed a certain value. This is what parame-
terwmaxis for. For example, if the ambient temperature is
30°C and the maximum allowed temperature on the chip is
85°C, parametewmaxshould be set to 555 85 — 30) to

of rectangles, and only for rectangles that are declared aguarantee a consistent initial thermal state. Once the ther

sensors The number of sensorsenanust not exceed the
number of rectanglesrect The list of sensors is declared in

mal simulator is initialized, each call to the following ftin
tion simulates a time-step :

the arraysensor[} For example, if the power density map
consists ofnrect = 4 rectangles and we want tempera-

void atmi_simulator.step (
struct atmi.simulator xts
double q[]);

ture only in the first and last rectangles, we should declare
nsens = 2 andsensor[2] = {0, 3}. The thermal simulator
initialization phase may take a long timerif-ect x nsens

is large. This is the time necessary to compute the temperaof atmisimulatorstep() the

ture responsesy (z, y, t) for each source and each sensor.
These temperature responses depend only on ATMI param

where q[] is the power density in each rectangle dur-
ing this particular time-step. After each execution
relative temperature at
each sensor is stored in the arregmperature[] of the

atmisimulator structure. The event-compression method

eters and rectangles coordinates. If we want to run severaldescribed in Section (3.1) is useddtmisimulatorstep()

simulations with the same ATMI parameters and the same
set of rectangles, it is possible to compute the thermal re-

Figure 4 shows a full program using the ATMI thermal
simulator. This programs simulates 2 square sources, @ larg

sponses once for all and store them in a file whose nameone § mm) and a small one (2 mm). The small square is at

is filename The file is automatically created at the first ex-
ecution ofatmisimulatorinit. Before starting the simula-
tion, the simulated chip must be putin a meaningful thermal
state. This is done by passing initial power densiingtg
corresponding to each rectangle. This initial power dgnsit
is applied for a time that is long enough to reach a steady

the center of the large square. Froms: —oo tot = 5ms,
power density in the large squareli$V’/mm?, while the
small square is turned off. At = 5ms, power density in

the small square is set tol¥//mm? while the large square

is turned off. Figure 5 shows the relative temperature as a
function of time.
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Figure 5: Temperature as a function of time ob-

tained with the C program of Figure 4. The second

curve, almost indistinguishable, was obtained by 50 : :
solving the heat equation with the finite-element s |
solver FreeFEM3D [3]. 4312 i ]
g 0F i
3.3. Validation and limitations E 251 g
= 20 | -
In order to check the correctness of the software im- Foast g
plementation, we have reproduced with ATMI some tem- 12 i i
perature numbers published in [8, 23, 11]. Moreover, 0 ! !
we did some comparisons with the finite-element solver 05 1 15 2

FreeFEM3D [3] (for instance, Figure 5 shows the curve ob- local power density (Wimm"2)

tained by solving the heat equation with FreeFEM3D, Figyre 7: Cf. Figure 6. Steady-state relative tem-

with ATMI). These multiple verifications give us con- power density. ATMI parameters are set as in Fig-
fidence that ATMI is correctly implementednder the ure 4.

physical approximations made.

Some of the physical approximations were mentioned example studies the placement of thermal sensors, which is
explicitly in Section 2, in particular chip edges that are an important issue for thermally-constrained micropreces
not modeled. There are some other approximations, amongsors. This problem has already been studied (e.g., [14, 20])
which modeling the heat-sink as a cuboid, neglecting the hut we provide an original alternative approach. Another

heat transfer through the chip pins, and not modeling the ATMI application for OS research can be found in [18].
material heterogeneity in transistors and connections lay
ers. 4.1. Temperatureisneither power nor power density

The qualitative behaviors obtained with ATMI are con- Temperature at a given point depends both on the to-
sistent with Fourier's law of heat conduction. However, the 5, power dissipated by the chip and on the power density
temperature numbers given by ATMI are that of an idealized 416ynd the point. Figure 6 illustrates this situation. Thipc
physi(;al system \_/vh_ose parameters may need proper ad_jusl;—S modeled as &cm x 1 em square. A2 mim x 2 mm square
ment in order to imitate a real system and obtain quantita- .o presenting a functional unit is located at the center ef th
tive accuracy. For instance, a straightforward sgttmgaef P chip. Power density on the chip @55 1W/mm? except in
rametersly,,, andh; allowed us to reproduce with ATMI {he small square. We set the ATMI parameters as in Figure 4
some of the temperature numbers published in [23] for a 3n4 e plot on Figure 7 the steady-state relative temperatur
heat-sink with a vapor chamber. at the square center. When the local power density in the

o small square goes from5 W/mm? to2 W/mm?, the total
4. Applications of ATMI power on the chip goes frod0 W to 56 W, i.e., a12% in-

This section provides three example applications usingcrease. Yet, the relative temperature increase is &t
ATMI. The first one is a simple example showing that nei- This example shows that neither power nor local power den-
ther power nor local power density can be used as a substisity alone can be used as a substitute for temperature. Tem-
tute for temperature. The second example shows the impacperature is a function of the whole power density distribu-
of static power being dependent on temperature. The thirdtion.



Tinit = 100°C Tinit = 80°C accurate temperature map.

4.3. Thermal sensors placement

When designing a thermally-constrained microproces-
sor, one must decide where to put temperature sensors
[14, 20].

The power density map generated when an application
executes on a processor depends on the application charac-
teristics. A systematic method for placing thermal sensors
requires to collect a set of power density maps by simulat-
ing a large number of real-life applications. This set may be
extended with some power density maps corresponding to
worst-case scenarios. Ideally, we would like to put a sen-
sor at every location that may be a hot spot. However, in
with power density corresponding to T (100°C practice, we want to minimiZ(_e the numb_er of sensors. For
and 80°C). examplg, if a processor c_onast_s]@ff_unctlonal units t_hat

may be independently active or inactive, there exXiStslis-

4.2. Power density depending on temperature tinct configurations, henc®" distinct power density maps.

If we place a sensor at the hottest location for each configu-
The subthreshold leakage current of MOSFETs depends ation we may need up & sensors.

on temperature. If an accurate static power consumption 14 gbtain a reasonable number of sensors, we should

model is available, one can obtain a more accurate steadyyori with a temperature margin. We want temperature on

state temperature by iteratimgmi_steadygrid() until tem- the chip to not exceed a fixed vallg,.., but we assume

perature converges. that sensors trigger thermal throttling when temperature
To I||UStl’ate thIS, we ha.Ve defll’ledlﬁo x 100 g”d on reaches a flxed"lzm < Tmaw' To S|mp||fy the dISCUSSIOI’l,

the same example as in Section 4.1 but with power density\ye assume that power density does not depend on tempera-

computed as follows. We assume that, at’lli(power den-  tre. Moreover, we assume that the ambient temperature is
sity is 50% static and 50% dynamic, and that the total power pounded :

density is2 W/mm? in the small square an@5 W/mm?
elsewhere. To model the dependence of static power on tem- T o<T . <T
. . . . a>2Lamb > 1A

perature, we used the model given in [16], which is based on
BSIM4 gate leakage and subthreshold leakage model. WeFor each configuration, we compute the maximum rela-
used the parameters given in [16] for logic circuit§innm tive temperaturenaz{u(z, y)}, whereu(z, y) is the rel-
technology. We assunié,; = 1V andT,,,, = 45°C. ative temperature when there is no thermal limitation. If

First we compute the power density map based on a fixedZ'a + maz{u(z,y)} < Timaz, the configuration is not ther-
initial temperaturd’},,;;. We compute the temperature map Mally critical, and we ignore it.
corresponding to this power density. Then we recomputethe ~ Otherwise, it means that thermal throttling may be trig-
power density map with the detailed temperature map, andgered on this configuration. We assume that all functional
we compute a new temperature map, and so on. We iteratéNits are throttled with the same duty cyclec [0, 1], so
until the maximum difference between consecutive temper-We can apply the principle of superposition. Under thermal
ature maps does not exce@d01 °C. In practice, tempera-  throttling, the temperature is
ture converges very quickly.

Figure 8 shows the difference between the final tem- T(2,y) = Tamy + Au(z,y)

perature map and the first temperature map computed with ¢ ;5 assume that we place the thermal sensor for that con-
power density corresponding #,,;;. On this example, the figuration at point(z, y,). Under thermal throttling, we
actual (final) temperature on the chip is betweef@and haveT (z,,ys) ~ Tiim, that is

sy Ys) ™~ 1M I}

90°C. When static power is computed with,;; = 100°C,
the initial temperature map overestimates the actual tempe Tiim — Tomb
ature : the actual temperature2i2°C to 3.8°C lower than - T uzs,ys)
indicated by the first temperature map. As can be seen in
Figure 8, takindl;,.;; = 80°C gives a first temperature map
which is within 2°C of the actual temperature.
This example suggests that a rough guess of the final av- u(x,y)

erage temperature may be sufficient to obtain a reasonably T(z,y) = Tamp + m

IO
DorN wobN
ooo000000
onbhwNk RN

Figure 8: Same configuration as in Figure 6 but
power density depends on temperature. Func-
tion atmisteadygrid() is used iteratively. The picture
shows the difference between the final tempera-
ture map and the first temperature map computed

Then,

(ﬂzm - Tamb)



A point (zs,ys) IS a potential sensor location if
maz{T (z,y)} < Taz, thatis,

12

T‘lim - Tamb (8)
Tmaz — Lambd

The set of potential sensor locations gets smaller with
smaller values ofl},,,,,. Hence we consider the sensor lo- 1

cations corresponding to the lowest valu€elgf,,;, that re- 8 !
quires thermal throttling, which is

w(@s, ys) = maz{u(z, y)}

Tomp = maz(Ty, Tnaz — maz{u(z,y)}) 9)

Inequation (8), withl',,,,;, given by (9), defines a set af- )

ceptablesensor locations for that configuration. We com- Figure 9: Example of thermal sensors placement
pute the set of acceptable sensor locations for each configSing a greedy algorithm. Here, T, = 85°C and
uration (after eliminating configurations that cannotdeg Tiim = 83°C.

thermal throttling). Then we associate with each pginy) _

the setS(z,y) of configurations for whichz, y) is an ac- For this example, we usefl,,, = 85°C, T, = 5°C,
ceptable sensor location. For instance, if configuratioas a 74 = 50°C, heat-sink thermal resistané,. = 0.3 K/W
numbered from to M, we haveS(z,y) C [I, M]. We try ~ @nd widthL = 0.07m, copper thicknesd = 2, — z; =

rial thicknessd; = 50 um and thermal conductivity; =
S, m) = [1, M) (10)  AW/mK.

We obtained sensor locatiod$z;,y;)} with a greedy

Points {(x;,y;)} are the points where sensors should be heuristic. First, we choose a poift;, y;) that covers the
placed. The problem of finding a minimum set of points greatest number of configurations, i.e., such that;, y1)
that verifies (10) is an instance of the set covering problemis largest. We place the first sensor(at,y;). Then we
[5], which is NP-hard. place the second sensor at the pgint, y2) that covers the

We implemented this method on an artificial example greatest number of configurations not already covered by
whose purpose is just to show that the method is feasible. sensor 1. Then we place the third sensor at the gointys)
We model the processor ad2mm x 12 mm square con-  that covers the greatest number of configurations not al-
sisting of 16 square units, as depicted in Figure 9. We as-ready covered by sensors 1 or 2. And so on, until all con-
sume that each unit may be active independently, and thafigurations (minus those that do not trigger thermal throt-
the power density in an active unit isi¥V/mm?2. Hence tling) are covered. The rank of a sensor reflects its impor-
there are2!6 distinct configurations. To compute the tem- tance : the first sensor covers a large number of configura-
perature maps, we used taenisteadygrid() function. The tions, while the last sensor covers a small number of config-
grid size is60 x 60. Though a single temperature map can be urations.
computed quickly, executing tha&tmisteadygrid() func- ) , ,
tion 216 times requires hours of computation time. Actually, We ran the algorithm witt};,, = 84°C, i.e.,1°C be-

the2' temperature maps can be computed much faster tha®W Zimaz- The greedy algorithm found that 29 sensors were
that, by using the principle of superposition. Each of the necessary, some of these sensors being very close to each
916 power density maps is a linear combination of 16 base other, which means that the number of sensors could be de-

power density maps, where each base power density mal.greased by a slight increase of the temperature margin. We
corresponds to a single active unit, all the other units be- Ncréased the temperature margin by settlijg, = 83°C.
ing inactive. We executatmi steadygrid() on the 16 base The result is given on Figure 9, with sensors represented

power density maps and obtain 16 base temperature map&y numbers indicating their rank. This time, 13 sensors are

From the principle of superposition, tH8¢ temperature sufficient. It can be noticed that the distribution of sessser
maps are obtained by a linear combination of the 16 base@PProximately regular, except for sensor #13 (in fact, sens
#13 covers a single configuration. As it is close to sensor #3,

temperature maps. On a 3 GHz Pentium 4, we obtain the _ ;
916 temperature maps in less than 1 minute one may want to remove it by further enlarging the temper-
ature margin). The cost of having only 13 sensors is a slight
. - _ erformance loss under thermal throttling because the dut
2 In practice, the number of distinct power density maps Ehbe P e Trim—Tamp Tonos—Toms 9 y
smaller than in this example, as functional units have tated ac- cycle is Tl instead Ofiu(isﬂys) . The worst-case
tivity rates when the processor executes real-life apiaing. performance loss igm:;iT%Zn ~ 6%.




5. Conclusion

ATMI is not the only chip-temperature model avail-

[10]

able. Some other specialized models have been released,

e.g., [22, 12, 24]. However, having several models avalabl

gives more choice to the user and permits cross-validating[11]

the different models. For example, if a given temperature
model generates counter-intuitive results and the useatis n

sure to use the model correctly, having a second model is

useful. The cross-validation is stronger if there is some di

versity in the methods used by the different models.

What distinguishes ATMI from other models is that

ATMI relies on explicit analytical solutions to the heat equ
tion. In particular, ATMI does not rely on any discretizatio
of the temperature field.

Another distinguishing feature of ATMl is that it is based
on the principle of superposition and the method of images.

[12]

[13]

Though using the ATMI software does not necessitate un-[14]

derstanding them, these principles, especially the ppiaci

of superposition, provide intuition about temperature. In
tuition about temperature can also be obtained from sim-
ple examples, as illustrated in this paper. Indeed, simple e
amples often exhibit qualitative behaviors whose general-

[15]

ity can be tested with further examples. Yet, these qualita- [16]
tive behaviors can be best understood if one understands the

principle of superposition.

Nevertheless, ATMI is compatible with the usual quanti-

tative method in computer architecture studies and can eas-
ily be integrated in a performance/power microarchitestur [17]

simulator like SimpleScalar/Wattch, to simulate the intpac

of thermal throttling on performance.
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