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Abstract—In this paper, we present EETCO an estimation
and exploration tool that provides qualitative trends of data
center design decisions on Total-Cost-of-Ownership (TCO) and
environmental impact. EETCO has the ability to capture the
implications of many parameters including server performance,
power, cost, and mean-time-to-failure. The tool includes a
model for spare estimation needed due to server failures and
performance variability. The paper describes the tool model
and its implementation, and presents experiments that explore
tradeoffs offered by different server configurations, perfor-
mance variability and ambient temperature. Some observations
from these experiments are: servers with different computing
performance and power consumption merit exploration to
minimize TCO and the environmental impact; performance
variability is desirable if it comes with a drastic cost reduc-
tion; and increasing by few degrees the ambient datacenter
temperature reduces the environmental impact with a minor
increase in the TCO.

I. INTRODUCTION

During the last few years, datacenters have increased in
numbers, size and uses. In the meantime, different IT infras-
tructure configurations are proposed in the market, like blade
servers and low-power based servers, requiring designers of
datacenters to take decisions with diverse cost implications.
Consequently, to deliver a cost-efficient datacenter, designers
should be aware of how different decisions affect the Total-
Cost-of-Ownership (TCO) of a datacenter. Several cost mod-
els have been proposed for guiding datacenters design [1],
[2], [3], [4], [5]. The following four main factors determine
the TCO:

• Datacenter Acquisition Cost: the cost of acquisition
of the datacenter building (real estate/development of
building) and the power and cooling equipment acqui-
sition cost. It is a cost that depreciates within 10-20
years.

• Datacenter Operating Expenses (OPEX): the cost of
electricity for servers and cooling.

• Server Cost Expenses: the cost of acquiring the servers,
which depreciates within 3-4 years.

• Maintenance & Staff Expenses: the cost for repairs and
the salaries of the personnel.

While the goal of datacenter designers is to minimize the
TCO, another major concern is the energy consumption and
the resulting environmental impact of such IT infrastruc-
tures. The CO2 footprint is directly linked to the energy
consumption, which represents a significant part of the TCO.

Research and commercial efforts are underway to re-
duce the energy consumption by choosing low-power based
servers [6], [7], by reducing the server idle consumption [8]
or by reducing the cooling power, which represents a sig-
nificant part of the Power Usage Effectiveness (PUE).

These trends render essential tools to assess the benefits
and drawbacks of datacenter design choices on the TCO and
the environmental impact. To the best of our knowledge,
only few public tools are available. The APC [9] provides
an online estimator tool while [4] provides a spreadsheet to
estimate the TCO. Both tools are not defined to allow easy
user exploration of fine grain design choices and examine
their implications on the TCO and environmental impact.

In this paper, we present EETCO1 an estimation and
exploration tool to provide qualitative trends of datacenter
design decisions on TCO and environmental impact. EETCO
enables the exploration of the implications of several data
center parameters including server performance, power, cost
and mean-time-to-failure (MTTF). The tool includes a model
that estimates the cold spares needed due to server failures
and hot spares due to servers performance variability.

The tool takes as inputs coarse and fine grain data center
design choices like PUE, racks organization, components
cost, power consumption and MTTF, and produces outputs
related to the operation and organization of a datacenter. The
tool contains a kernel estimation component that is used by
wrappers to explore design decision tradeoffs on TCO and
environmental impact.

In the experimental section of the paper, wrappers are
defined to explore traditional vs. low-power based servers
as well as the implications of performance variability and
changing ambient temperature. These experiments reveal the
conditions under which servers with different computing
performance, power, cost provide opportunity to reduce
either or both the TCO and the CO2 footprint.

The remainder of the paper is organized as follows.
Section II presents the framework overview and computation
details are given in Section III. Experimental results are
given in Section IV. Finally, Section V concludes the paper.

II. FRAMEWORK OVERVIEW

EETCO is divided in two parts as illustrated in Figure 1.
The first one is the kernel of the tool, which takes as

1EETCO is publicly available: http://www2.cs.ucy.ac.cy/carch/xi/eetco.php



inputs a datacenter configuration (land/building acquisition
cost, cooling equipment cost per Watt. . . ) and configurations
for different types of server modules (processor and other
components cost/power/MTTF, rack configurations. . . ). The
kernel produces the TCO and environmental impact esti-
mation and other outputs related with the operation and
organization of a datacenter. The second part, illustrated by
the wrapper exploration, corresponds to a specific wrapper,
which generates datacenter and server modules configura-
tions, keep the kernel’s results for each configuration and
returns the exploration results for which the wrapper is
defined. Different wrappers can be defined according to
tradeoffs the user wants to explore. For instance, in the
experimental results section, wrappers are defined to explore
trends of traditional vs. low-power based servers under
different performance ratios and to investigate the effects
of changing ambient temperature.
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Figure 1. Framework overview

An overview of the kernel framework is shown in Fig-
ure 2 and detailed in the next section. For each different
server configuration (compute nodes, database nodes, stor-
age nodes. . . ), the estimation starts with a spares estimation
for determining the number of hot spares required to reach
the number of server modules required for the peak workload
and the number of cold spares needed due to server failures.
The cold spares are then used to determine the maintenance
cost while the hot spares are summed with the required
servers to determine the server acquisition cost, the power
cost and the datacenter acquisition cost. These costs are then
summed to produce the contribution to the TCO of the server
configuration and the global TCO is the sum of all server
types contribution.

III. TCO ESTIMATION

As shown in the previous section, the TCO estimation is
the sum of the datacenter acquisition cost (Cacquisition), the
server acquisition cost (Cserver), the power cost (Cpower)
and the maintenance cost (Cmaintenance).

TCO = Cacquisition + Cserver + Cpower + Cmaintenance

In this section, the computation model of these different
factors is detailed. The following notations are used:
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Figure 2. Kernel overview

• N denotes number (number of required server modules,
number of spares etc)

• C denotes cost (server module cost, electricity cost etc)
• A denotes area (datacenter area, cooling equipment

area, etc)
• K denotes a ratio (server modules per rack etc)
• P denotes power (total server power etc)
• D denotes depreciation (server, data center)
Without loss of generality, a single server configuration

is assumed in the following formulas. The resulting TCO
of multiple server configurations can be easily determined
under the assumption that, the contribution of each server
configuration is additive.

In the next subsections, the different computation steps of
the estimation are detailed by following the flow described
in Figure 2, starting with the spares estimations and followed
by the different cost estimations.

A. Hot and cold spares estimation
The distinction between hot and cold spares nodes is

necessary, since the hot spares have to be accounted in the
power consumption and the cooling requirements whereas
the cold spares have to be accounted only in the maintenance
cost.

1) Hot spares estimation: In current technology process
variations lead to processor performance variations. Thus, in
a population of processors, some of them are expected to be
affected by a medium/high performance degradation while
others will not be affected at all. This performance varia-
tion determines the need for hot spares to compensate the
performance degradation. For instance, if all cores perform
at 90% of their maximum performance and the workload
requirements are 10000x throughput (or 10000 cores running
separate cloud threads), then we will need (10000/0.9 -
10000) 1111 extra cores to meet our requirements, which
translates to extra server costs for acquisition, maintenance
and power consumption.



To take into account the performance variation, a per-
formance variability factor (PVF) is introduced. PVF takes
values from 0 to 1, with 0 meaning no degradation at all and
1 no operation. The performance is thus given by 1−PV F .
With this factor, the number of hot spares is determined as
follows:

Nhotspares =
Nsrvmodulesreq

1− PV F
−Nsrvmodulesreq

where Nsrvmodulesreq is the number of server modules
required for the peak workload.

In the following, the notation Nsrvmodules represents
the number of active servers. Nsrvmodules is the sum of
Nhotspares and Nsrvmodulesreq modules.

2) Cold spares estimation: Cold spares are server mod-
ules needed for replacement when active servers failed. The
fault rate of a server can be determined by the MTTF
of its components. By assuming a constant fault rate, an
exponential distribution can be used to determine the number
of cold spares required at a given time t as follows:

Ncoldspares(t) =
Nsrvmodules

Dt
−Nsrvmodules

where Dt is defined as follows:

Dt = e
−t

MTTFallunits

According to the exponential distribution, the total MTTF
of a server module is obtained using the MTTFs of the
components:

MTTFallunits =
1∑

i
1

MTTFcomponenti

In the above equations we assume that the server modules
with a failure in any component are replaced.

Formula Ncoldspares(t), assumes that all the replacements
are performed at the end of the interval t, which is not
accurate. To be more accurate, we can estimate the required
cold spare modules in the interval [0,t] by partitioning it in
k adequately short time intervals of τ duration (t = kτ ), and
account for different amount of aging for the newly replaced
at the end of each such interval.

By definition, the number of server modules needed for
replacement at time 0 is equal to 0 (CS0 = 0) and after the
short time interval τ this number is given by:

CSτ = Nsrvmodules ∗ (
1

Dτ
− 1)

Normally, the number of spares for the time interval
[0, 2τ ] would be obtained as for the [0, τ ], but since the
modules have different age: the CSτ modules, replaced at
time τ , will have age τ and the rest (Nsrvmodules − CSτ )
will have age 2τ , we have the following formula:

CS2τ =
CSτ − CS0

Dτ
+

Nsrvmodules − CSτ
D2τ

−Nsrvmodules

And after the elapse of the interval [0, kτ ] the required
number of cold spares is given by:

CSkτ =
[ k−1∑
i=1

CS(k−i)τ − CS(k−i−1)τ

Diτ

]
+

Nsrvmodules − CS(k−1)τ

Dkτ
−Nsrvmodules

By considering kτ equal to the server depreciation, we ob-
tain the number of cold spares, noted hereafter Ncoldspares,
that are considered in the maintenance estimation cost.

B. Cost and environmental impact estimation

The different costs are simply derived from the number
of server modules and number of cold spares as explained
next.

1) The maintenance cost per month is determined as
follows:

Cmaintenance =
Ncoldspares ∗ Csrvmodule

Dsrv ∗ 12
+Nracks ∗ Csalaryperrackpermonth

where Csrvmodule is the cost of one server module, Dsrv

is the server depreciation in years, Csalaryperrackpermonth
is the salary cost of datacenter staff per rack per month and
Nracks is the number of racks determined as follows:

Nracks =
⌈ Nsrvmodules
Kmodulesperrack

⌉
where Kmodulesperrack is the number of server modules

per rack.

2) The server acquisition cost per month is determined
as follows:

Cserver =
Nsrvmodules ∗ Csrvmodule

Dsrv ∗ 12
3) The power cost per month is determined as follows:

Cpower = PUE ∗ SPUE ∗ Ptotal ∗
CelecperKWh ∗ 30 ∗ 24

1000

where PUE is the power usage effectiveness of the
datacenter (the ratio of total power of the datacenter to the IT
power), SPUE [10] is the server power usage effectiveness
(The ratio of total power of a server to the power of pure
electronic components) and CelecperKWh is the electricity
cost per KWh.

Finally Ptotal is the total power consumption of all the
server modules to consider for the power cost estimation.
Depending on how the service provider is charged for the
energy they consumed [11]: the peak power consumption or



the actual consumption, the peak power (Ptotal peak) or the
average power (Ptotal avg) have to be used.

Ptotal peak = Nsrvmodules ∗ Psrv peak

Ptotal avg = Nsrvmodules∗(u∗Psrv peak+(1−u)∗Psrv idle)

where Psrv peak is the peak power consumed by a server,
Psrv idle is the power idle consumption of a server and u is
the average utilization.

4) The datacenter acquisition cost per month is deter-
mined as follows:

Cacquisition =
C building + Ccooling equipment

Ddc ∗ 12

where C building is the land/building acquisition cost,
Ccooling equipment is the cooling equipment cost and Ddc is
the datacenter depreciation in years.

C building = Aperrack∗Nracks∗Kcoolingarea∗Cbuildingpersqm

where Aperrack is the area of one rack, Kcoolingarea is a
factor accounting for more space for the cooling equipment
and Cbuildingpersqm is the cost of land acquisition/building
deployment per square meter.

Ccooling equipment = Nsrvmodules ∗ Psrv peak ∗ Ccooling eqperW

where Ccooling eqperW is the cost of cooling infrastructure
per Watt.

5) Environmental impact estimation: Conversion fac-
tor [12] can be used to translate the KWh consumption into
the emission of CO2 in kg. Thus, the environmental impact
per year can be estimate as follows:

Ptotal avg ∗ PUE ∗ SPUE ∗ 24 ∗ 365
1000

∗ 0.54522

IV. CASE STUDIES

In this section, some case studies using the EETCO tool
are presented. We first describe the experimental assump-
tions (IV-A) and then we present and analyze results of our
experiments (IV-B).

A. Experimental setup
The experiments were conducted using two different

server configurations s1 and s2. s1 represents a low-power
based server configuration while, s2 represents a traditional
server configuration. Table I summaries the datacenter con-
figuration, common server characteristics and the server
configurations. The parameters are fixed to representative
values from published papers and public industrial data:
[10], [4], [2], [1] for the datacenter configuration, [13], [10]
for the common server configuration and [14], [15], [16],
[8], [17] for the server configurations. The MTTFallunits
is computed assuming 1 disk (respectively 2 disks) with 100
years MTTF [17], 4GB DRAM (respectively 8GB DRAM)
with 200 years MTTF [16] and one processor with 100 years
MTTF [17] for s1 (respectively s2).

parameter value
Cbuildingpersqm 3000$/m2

Ccooling eqperW 15$/W
CelecperKWh 0.07$
Kcoolingarea 1.2

Csalaryperrackpermonth 200$
Ddc 15 years
PUE 1.3

1) Data center configuration

parameter value
Rack 42U

Aperrack 1.44m2 (with: 0.6m ; depth 1.2m ; used distance 1.2m)
Kmodulesperrack 84 (6 blades per rack ; 14 modules per blade)

SPUE 1.3
u 0.2

Dsrv 3 years
τ 1 day

PV F 0
2) Common server configuration

cost power power idle MTTFallunits
s1 500$ 13W 8W 25 years
s2 2500$ 125W 45W 14.29 years

3) Server configurations

Table I
DATA CENTER COMMON CONFIGURATION PARAMETERS

Different cases are studied, in the following to show: the
breakdown of the two server configurations, the benefits of
our cold spares estimation model, the impact of performance,
power and cost between servers, the effect of performance
variation and the implications of ambient temperature on
the TCO and the environment. For each experiment, 50000
servers are assumed and the peak power consumption (noted
peak) and the actual power consumption (noted average) is
used to compute the power cost, when it makes a difference.

B. Experimental results
Breakdown of the two server configurations: The normal-

ized breakdown of the TCO for both server configurations
is shown in Figure 3.

As shown in the Figure, the server cost represent the
most important part of the TCO around 63%-68% for each
configuration followed by the maintenance cost (19% s1 and
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Figure 3. Breakdown of s1 and s2 configurations, average and peak power
consumption

15% s2) and the acquisition cost (8% s1 and 13% s2). The
power cost differs when the average (3% s1 and 4% s2)
and the peak (5% s1 and 9% s2) consumption is assumed.
This result is explained by considering the ratio of power
consumption and the power consumption at idle time, which
is more significant for the s2 configuration.

Benefits of the cold spares estimation model: The benefits
of more accurate cold spare estimation is shown in Figure 4
as a function of τ .
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Figure 4. Impact of time step τ on the #coldspares and the maintenance
cost for s1 and s2. results normalized with τ = 1 day

As shown in the Figure, taking into account that at any
given time not all modules have the same age can reduce
significantly the estimated number of cold spares up to 6%
for s1 and 12% for s2) and consequently the maintenance
cost (up to 2% for s1 and 10% for s2).

Different computing performance between servers: The
TCO breakdown is not sufficient to compare the two con-
figurations since they may not have the same computing
performance. Let us assume that s1 server configuration
will required more units to reach the same computing
performance as s2. The equivalent performance coefficient
(epc) (defined to be how many s1 servers are required to
reach the computing performance of one s2 server) can vary
for different configurations, epc is assumed to be from 1
to 8 in this experiment to observe the trends. Results are
presented in Figure 5 and the values are normalized with
the TCO and the environmental impact obtained with s2.

As shown in the Figure, when epc is relatively small,
the TCO obtained with the low-power configuration (s1) is
better. At a given point, (epc around 5.5 in our case) the
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Figure 5. Different computing performance between s1 and s2. s1
results normalized with s2 results. Nsrvmodulesreq(s1) = epc ∗
Nsrvmodulesreq(s2)

TCO of both configurations are equivalent. Nevertheless, in
that case the resulting environmental impact is lower with
s1. s1 is thus preferred for the environment for equivalent
TCO. After that point, s2 is a better choice for both the
TCO and the environment. Awareness of such trend seems
can be useful for designing datacenters with reduced TCO
and environmental impact.

Impact of performance variation: As discussed in the
previous section, process variations lead to processor per-
formance variations. This variation does not only affect
the performance but also the processor’s cost [18]. In this
experiment, a performance variations (PVF) is assumed from
0 to 0.1 and a processor’s cost reduction function ( 1

(1+PV F )n

with n=1, 5 and 10) is applied to the processor’s cost with
PVF=0, which is assumed to be 1/5 of the server’s cost.
Results are illustrated in Figure 6 and Figure 7 for s1 and
s2 respectively.
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Figure 6. Impact of performance variation, s1 configuration, results
normalized with those obtained when PVF=0
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Figure 7. Impact of performance variation, s2 configuration, results
normalized with those obtained when PVF=0

As shown in the Figures, trends are similar for s1 and



s2. This behavior is explained by the nearly-linear behavior
of the TCO according to the number of servers and the
same reduction cost ratio. Furthermore, as we can observe,
when the processor’s reduction is significant (n=10), a TCO
reduction for PVF values below 0.07. This positive impact
of performance variability comes at the price of an environ-
mental impact increase. In fact, the higher the performance
variability, the higher the number of active servers needed,
which results inevitably in a higher energy consumption and
thus higher CO2 emissions.

Impact of ambient temperature: The last experiment
addressed is the effect of ambient temperature (generally
20◦C) on the TCO and the CO2 emissions. The fact to
increase the ambient temperature from 20◦C to 30◦C has
a positive impact on the cooling power consumption (PUE
can scale from 2 to 1.65 [19]) while the mean time to
failure can be reduced by half [19], [20]. In this experiment,
we assess this positive and negative impact by assuming
a linear reduction of the PUE and the MTTF per degree
and a constant server’s power consumption. Finally, two
different maintenance server costs are assumed m=1 and
m=0.5, representing that the cost of a cold spare is equal
to the initial server’s cost in the first case and half the price
in the second one. The latter is introduced to consider the
server’s cost reduction over time and the replacement of
component instead of changing the server when a failure
occurs. Results are illustrated in Figure 8 and Figure 9 for
s1 and s2 respectively.
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Figure 8. Impact of temperature, s1 configuration, results normalized with
those obtained when T=20◦C
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Figure 9. Impact of temperature, s2 configuration, results normalized with
those obtained when T=20◦C

As shown in the Figures, the CO2 emissions is signifi-
cantly reduced for both configurations while we can observe

a small TCO overhead when m=1 and a constant TCO or
a TCO reduction when m=0.5. In conclusion, increasing
by few degrees the ambient datacenter temperature appears
to be a good tradeoff to reduce the environmental impact
without increasing the TCO.

V. CONCLUSION

In this paper, we have presented EETCO an estimation
and exploration tool to provide qualitative trends of data-
center design decisions on TCO and environmental impact.
This tool models the effects of performance variability,
estimates cold spares needed due to server failures and
captures impact of varying ambient temperature. Different
case studies have been performed to assess tradeoffs between
server configurations, performance variability and datacenter
ambient temperature to better design datacenters with the
goal to minimize the TCO and reduce the environmental
impact.
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