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VANETs harness the potential of information and communication technologies to create a safer, smarter and more efficient transportation network. Many of the applications of VANETs, especially the safety related ones, set up requirements for information dissemination that are different from conventional networks and thus, difficult to fulfill with existing strategies. Safety applications pose stringent delay requirements on emergency message delivery and address geographical areas in which data needs to be cooperatively collected, distributed and maintained. Design challenges are then posed by the variable node density along the transportation network, the high mobility, the confined but often unpredictable movement of the vehicles, and the unreliable radio channel. In this thesis we address the information dissemination problem in VANETs, with particular interest in routing, information hovering and broadcast schemes, and propose new protocols and methods which overcome the design challenges outlined above.

We first address the information hovering problem in VANETs. We propose an adaptive information hovering scheme which is based on the application of epidemic routing within the hovering area and probabilistic flooding outside the hovering area. A unique feature of the proposed protocol is that it is adaptive in the sense that the rebroadcast probability outside the hovering area is adaptively regulated based on estimates of the vehicle density within the hovering area. The designed protocol is amenable to gradual deployment and has good robustness properties, as it does not rely on the existence of static infrastructure on the roadside, base stations or road assistance. It relies solely on V2V communication. The protocol is shown to achieve its design
objectives, as it achieves high reachability without overloading the network resources through a large number of exchanged messages. The methods used are attractive, as they lead to protocols with universal properties in the sense that they can be utilized as effective solutions in areas beyond the ad hoc vehicular technology area considered so far. In this thesis we integrate the derived information hovering protocol in a Data Broadcasting system with a Push Server, as a means of data dissemination off-loading that significantly improves performance. Such extensions can be further investigated in areas such as cloud computing, mobile cloud and information boomerang.

We then address the information routing problem in VANETs. We pursue efficient routing policies, which can ensure maximum probability of successful information delivery in target areas before a specific deadline expires. We model the considered road map as a directed weighted graph which is then used to calculate the probability of disseminating information along any given path, in a specific amount of time. So, for any two points on the road map we can find the path with the maximum probability of successful information delivery in the chosen time interval. This information is of great significance, since it can be utilized by routing protocols to optimally route packets in the vehicular network. The creation of the weighted graph requires the calculation of the lower bound on the probability of information propagation between two intersecting roads in a given time period. We show that the propagation probability is strongly related to the traffic conditions of the road where the information is to be transmitted. We use the derived formula to estimate, via simulations, the minimal conditions required to ensure that information propagation occurs with high probability on intersections. The research presented in this thesis has both theoretical analysis and simulation aspects. In every proposed solution supporting information routing
or information hovering there is a theoretical analysis that is also validated using realistic simulations. All simulations have been run on VISSIM, supplemented by the simulation of the mobile ad hoc network using a C++ application.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ad-Hoc</td>
<td>Network formed with little or no planning</td>
</tr>
<tr>
<td>A-STAR</td>
<td>Anchor based Street and Traffic Aware Routing</td>
</tr>
<tr>
<td>AU</td>
<td>Application Units</td>
</tr>
<tr>
<td>BF</td>
<td>Blind Flooding</td>
</tr>
<tr>
<td>BPSK</td>
<td>Binary Phase Shift Keying</td>
</tr>
<tr>
<td>CBF</td>
<td>Contention-Based Forwarding</td>
</tr>
<tr>
<td>CCH</td>
<td>Control CHannel</td>
</tr>
<tr>
<td>CCU</td>
<td>Communication &amp; Control Unit</td>
</tr>
<tr>
<td>CodeON</td>
<td>Push-based popular content distribution scheme</td>
</tr>
<tr>
<td>CodeTorrent</td>
<td>Content Distribution using Network Coding</td>
</tr>
<tr>
<td>DAB</td>
<td>Digital Audio Broadcast</td>
</tr>
<tr>
<td>DGPS</td>
<td>Differential Global Positioning System</td>
</tr>
<tr>
<td>DSR</td>
<td>Dynamic Source Routing</td>
</tr>
<tr>
<td>DSRC</td>
<td>Dedicated Short Range Communication</td>
</tr>
<tr>
<td>DVB</td>
<td>Digital Video Broadcast</td>
</tr>
<tr>
<td>DVB/H</td>
<td>Digital Video Broadcast / Handheld</td>
</tr>
<tr>
<td>ECU</td>
<td>Electronic Control Units</td>
</tr>
<tr>
<td>ETSI</td>
<td>European Telecommunications Standards Institute</td>
</tr>
<tr>
<td>FCC</td>
<td>Federal Communications Commission</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GPSR</td>
<td>Greedy Perimeter Stateless Routing</td>
</tr>
<tr>
<td>GSM</td>
<td>Global System for Mobile Communications</td>
</tr>
<tr>
<td>GSR</td>
<td>Geographic Source Routing</td>
</tr>
<tr>
<td>GyTAR</td>
<td>Greedy Traffic Aware Routing</td>
</tr>
<tr>
<td>HOV/Bus Lanes</td>
<td>High Occupancy Vehicle and Bus Lanes</td>
</tr>
<tr>
<td>IETF</td>
<td>Internet Engineering Task Force</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>IPv6</td>
<td>Internet Protocol Version 6</td>
</tr>
<tr>
<td>ISO</td>
<td>International Standards Organization</td>
</tr>
<tr>
<td>ISTEA</td>
<td>Intermodal Surface Transportation Efficiency Act</td>
</tr>
<tr>
<td>ITS</td>
<td>Intelligent Transportation Systems</td>
</tr>
<tr>
<td>ITSA</td>
<td>Intelligent Transportation Society of America</td>
</tr>
<tr>
<td>IVHS</td>
<td>Intelligent Vehicle Highway System</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>LLC</td>
<td>Logical Link Control</td>
</tr>
<tr>
<td>MAC</td>
<td>Medium Access Control</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>MANETs</td>
<td>Mobile Ad-hoc Networks</td>
</tr>
<tr>
<td>MDDV</td>
<td>Mobility-Centric Data Dissemination Algorithm</td>
</tr>
<tr>
<td>MLME</td>
<td>MAC Layer Management Entity</td>
</tr>
<tr>
<td>MWT</td>
<td>Mean Waiting Time</td>
</tr>
<tr>
<td>NC</td>
<td>Network Coding</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>OFDM</td>
<td>Orthogonal Frequency Division Multiplexing</td>
</tr>
<tr>
<td>P2P</td>
<td>Peer to Peer</td>
</tr>
<tr>
<td>PHY</td>
<td>PHYSical Layer</td>
</tr>
<tr>
<td>PLME</td>
<td>Physical Layer Management Entity</td>
</tr>
<tr>
<td>PRE-DRIVE</td>
<td>PREparation for DRIVing implementation and Evaluation</td>
</tr>
<tr>
<td>QAM</td>
<td>Quadrature Amplitude Modulation</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>QPSK</td>
<td>Quadrature Phase-Shift Keying</td>
</tr>
<tr>
<td>RLS</td>
<td>Reactive Location Service</td>
</tr>
<tr>
<td>SCH</td>
<td>Service CHannels</td>
</tr>
<tr>
<td>SF</td>
<td>Selective Forwarding</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>TO-GO</td>
<td>TOpology-assist Geo-Opportunistic Routing</td>
</tr>
<tr>
<td>TTL</td>
<td>Time To Live</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>UMTS</td>
<td>Universal Mobile Telecommunications System</td>
</tr>
<tr>
<td>V2I</td>
<td>Vehicle to Infrastructure</td>
</tr>
<tr>
<td>V2R</td>
<td>Vehicle to Roadside Unit</td>
</tr>
<tr>
<td>V2V</td>
<td>Vehicle to Vehicle</td>
</tr>
<tr>
<td>VANET</td>
<td>Vehicular Ad Hoc Network</td>
</tr>
<tr>
<td>VMS</td>
<td>Variable Message Signs</td>
</tr>
<tr>
<td>VSC</td>
<td>Vehicle Safety Communications</td>
</tr>
<tr>
<td>WAVE</td>
<td>Wireless Access in Vehicular Environment</td>
</tr>
<tr>
<td>WBSS</td>
<td>WAVE Basic Service Set</td>
</tr>
<tr>
<td>WME</td>
<td>WAVE Management Entity</td>
</tr>
<tr>
<td>WSM</td>
<td>WAVE Short Message</td>
</tr>
<tr>
<td>WSMP</td>
<td>WAVE Short Message Protocol</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

The rapid evolution of wireless data communication technologies, which emerged in the last few years, has led researchers to explore their application in Mobile Ad-hoc Networks (MANETs). MANETs are self-organized mobile wireless networks which are independent from infrastructure [1, 5, 80, 85, 120]. Mobile nodes are connected via wireless links forming networks of arbitrary topology [30, 33, 123]. Nodes are free to move randomly and organize themselves arbitrarily; thus, the network’s wireless topology may change rapidly and unpredictably. Such a network may operate in a stand-alone fashion, or may be connected to a larger network.

The main task of a special class of these networks is to collect (e.g by using on-board sensors) and propagate information among their nodes which finally has to be processed and transmitted by other stations/users and/or base stations. Vehicular Ad-hoc Networks (VANETs) constitute a subset of MANETs where vehicles serve as mobile nodes and their mobility is restricted by the roadway topology. VANETs consist of instrumented vehicles which are able to collect, process and communicate information among each other when their distance is within their transmission range.
As shown in figure 1, vehicles participating in VANETs -among others- are equipped with on-board sensors, a wireless communication system, a positioning system, a digital road map, a processor and a memory unit. Communicating vehicles exchange information messages which usually consist of a message header and a message body. Examples of header data include the ID of the vehicle which has initiated the transmission, the message ID, the time of creation, the time to live, the target area [124, 75], etc. The message body can consist of different types of data either raw or processed, depending on the application.

Vehicular ad-hoc networks, although being a subclass of mobile ad-hoc networks, have unique characteristics, which differentiate them from traditional MANETs. VANETs are not constrained by scarce energy resources, but are rather characterized by high mobility patterns and confined movement. High mobility is a result of the large speeds, which the vehicles can attain, leading to dynamic and rapidly changing network topologies and possible network fragmentation. The dynamic nature of the topology is exacerbated by the unpredictable nature of the drivers’ response to various events. VANETs are also characterized by the constrained, largely one dimensional movement of the vehicles along the roadway network, which is fixed. In addition, unlike most MANET technologies, static infrastructure consisting mainly of roadside units is not uncommon in VANET systems and can, where available, actively support message transmission. The aforementioned

![Figure 1: Smart Vehicle with the basic modules](image-url)
VANETs characteristics pose design and modeling challenges different from traditional MANETs in the development of various network protocols as well as approaches to solve a variety of issues.

VANETs harness the potential of information and communication technologies to create a safer, smarter and more efficient transportation network. The recently published 802.11p [17] standard supports both vehicle-to-vehicle and vehicle-to-infrastructure communications, allowing the formation of vehicular ad hoc networks which are envisioned to accommodate the new generation of cooperative safety applications. The range of applications of VANETs goes beyond the safety related ones, so as to include traffic monitoring, platooning, text messaging, distributed passenger teleconferencing, file sharing (for example music downloading), roadside e-advertisements etc.

Many of the aforementioned applications in VANETs, especially the safety related ones, set up requirements for information dissemination [36, 56, 121, 125] which are different from conventional networks and are thus difficult to accomplish with existing strategies. Safety applications pose stringent delay requirements on emergency message delivery and address geographical areas in which data needs to be cooperatively collected, distributed and maintained. Design challenges are then posed by the variable node density along the transportation network, the high mobility, the confined but often unpredictable movement of the vehicles and the unreliable radio channel. Variations in traffic density are of particular importance, as low traffic densities cause the network to become intermittently connected, whereas high traffic densities lead to excessive contention. These phenomena significantly degrade the performance of data dissemination strategies whether these are routing protocols or broadcast-based schemes.

In this thesis we address the information dissemination problem in VANETs with particular interest in information hovering schemes and in routing, and we propose new protocols and methods which overcome the design challenges outlined above.
We first address the information hovering problem in VANETs. We propose an adaptive information hovering scheme which is based on the application of epidemic routing within the hovering area and probabilistic flooding outside the hovering area. A unique feature of the proposed protocol is that it is adaptive in the sense that the rebroadcast probability outside the hovering area is adaptively regulated based on estimates of the vehicle density within the hovering area. The designed protocol is amenable to gradual deployment and has good robustness properties, as it does not rely on the existence of static infrastructure on the roadside, base stations or road assistance. It relies solely on V2V communication. Furthermore the methods used are appealing as they lead to protocols with universal properties in the sense that they can be utilized as effective solutions in areas beyond the ad hoc vehicular technology area considered so far. As an example, in this thesis we integrate the derived information hovering protocol in a Data Broadcasting system with a Push Server, as a mean of data dissemination off-loading which significantly improves performance. Such extensions can be further investigated in areas such as cloud computing, mobile cloud and information boomerang.

We then address the information routing problem in VANETs. Our findings include the derivation of the probability of information propagation on intersections and its utilization in estimating the message delivery probability over long distances in a predetermined time interval. The latter is used to find the maximum probability of successful information delivery in a chosen time interval for a specific path. This information is of great significance, since it can be utilized by routing protocols to optimally route packets in a vehicular network.

1.1 Motivation

In the last twenty years there has been a huge increase of the number of passenger cars worldwide. In 2008 there were approximately 850 millions cars and light trucks on the roads (roughly
one car per 10 people) and the numbers are increasing rapidly, especially in China and India [84]. This number has been projected to be over 2 billions in 2030 [13]. The usage of automobiles provides many societal benefits, including economy benefits such as job and wealth creation of automobile production and maintenance, transportation provision, society wellbeing derived from leisure and travel opportunities, and revenue generation from the tax opportunities. The ability for humans to move flexibly from place to place has far reaching beneficial implications for the nature of societies [13]. However, there are many negative effects of the excessive use of automotive such as maintaining roads, land use, pollution and disposing of the vehicle at the end of its life. The most serious effect is, of course, car collisions, which kill 1.2 million people worldwide each year, and injure about forty times that number [92].

Government agencies and automotive industries are responding by investing billions of dollars in an effort to reduce these terrifying numbers, as well as the tremendous costs associated with vehicle damages and treating crash victims [113]. Wireless technologies are seen as playing a vital role in this effort. Dedicated Short Range Communication (DSRC) [106] is the variant IEEE 802.11a [41] standard which supports vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications forming Vehicular Ad Hoc Networks. VANETs are expected to accommodate a new generation of cooperative road safety applications.

Messages exchanged in VANETs increase the range of awareness of drivers beyond their line-of-sight, thus significantly improving safety and comfort of all passengers in a vehicle. Information on emergency actions like emergency braking or hazards on the road can provide measures for active safety. In addition, a plethora of other applications can be supported by the Vehicular Network such as collision avoidance and dynamic route scheduling [99, 108, 119], real-time traffic condition monitoring [4, 15, 82] and entertainment of passengers including interactive games, chatting, file sharing [14, 28, 90] etc.
Many applications in VANETs, especially safety related ones, require time sensitive message delivery, often over large distances. In many cases, information needs to propagate several kilometers away in a certain amount of time, otherwise message delivery loses its usefulness. For example, in case of a car accident, beyond its value to the nearest cars, information also needs to travel to the nearest hospital, as soon as possible. Another example is in the case of road hazard, in which information needs to reach the nearest police station, which can be far away from the incident. With recent advances in multimedia technologies, information may also include photos or even videos of the situation, helping the authorities to have a better understanding of the seriousness of the case. In addition, non-safety applications such as queries of weather conditions or traffic jams of a remote area, or even interactive games with remote users, involve the exchange of messages between vehicles that reside some distance away from each other. In all these cases, messages need to cover distances of several kilometers in a multi-hop fashion in variable density traffic conditions. These density variations can significantly affect the time taken to deliver the message. High traffic densities usually lead to smaller delivery times due to higher probabilities of the network being connected from source to destination. Of course, very high traffic densities can also cause delays due to higher probability of the network becoming congested. The large number of exchanged messages between cars in dense traffic can cause overloading of the available network resources and thus congestion related delays. Such delays, however, can be avoided by suitable design of congestion control protocols. Such protocols can be end-to-end or network centric. A recent protocol which addresses this problem and manages to reduce the number of exchanged messages and almost eliminate the congestion related delays without affecting the achieved reachability is proposed in [81].

On the other hand, low traffic densities often cause the network to be intermittently connected. In such cases the message delivery speed is bottlenecked by the speed of the vehicle which is
used to convey the information, which could even reach zero in case of a more prolonged network
disconnection. So, when the application poses constraints on the delivery time, the probability
to satisfy these constraints can be greatly affected by the chosen path. It is thus important to
design efficient routing protocols that make routing decisions based on the need to increase the
probability of successful delivery in a specific amount of time.

In addition to the applications related to message delivery in a remote area, there are scenar-
ios in VANETs involving the exchange of information messages which are logically attached to
a specific geographic area (vehicles outside this area are presumed not to be interested in this in-
formation, as this information only has local significance). For example, in case of an unexpected
event, such as a traffic accident, it is important for all vehicles residing in the surrounding area to
be notified of the hazard in order to take appropriate safety measures. Furthermore, the informa-
tion must continue to lie in the area for a specific amount of time so that new vehicles entering
the area are notified of the imminent danger. The same applies to the case of road works, where
warning messages can be issued to all vehicles in the area around the work zone to alert drivers of
the irregular situation.

Another example involves commercial enterprises that wish to advertise their products to poss-
sible customers within the transportation network. These enterprises can take advantage of the
existing vehicular Ad-Hoc network to disseminate their advertisements in an area around their
physical location. In all the aforementioned situations, useful information must be broadcasted to
all vehicles in the specific geographical area, and this information must be maintained in the area
for a finite time interval dictated by the application, in order to notify drivers entering the area
of this useful information. The requirements as described above are closely related to the more
general concept of Information Hovering, also appearing in the literature as abiding or time-stable
geocasting. In this thesis we adopt the term “Information Hovering”. Furthermore, similar con-
cepts exist in areas such as cloud computing, mobile cloud and information boomerang, which are
beyond the scope of this thesis.

1.2 Thesis statement

This thesis addresses the aforementioned information dissemination problems and proposes
effective solutions that are derived with the use of probabilistic methods. The most prominent
characteristic of these methods is that they are adaptive in nature, in the sense that some of the de-
sign parameters are regulated based on traffic density data, either measured or estimated online. In
particular, three information dissemination schemes are investigated, new protocols are proposed
and theoretical results are derived and validated. The information hovering problem is first ad-
dressed and a solution which employs epidemic routing within the hovering area and probabilistic
flooding outside the hovering area is proposed and shown to be effective. The unique characteristic
of the proposed protocol is that it regulates the rebroadcast probability outside the hovering area,
based on estimates of the vehicle density within the hovering area, which are calculated online.
Next, the information hovering protocol is integrated in a push-pull broadcast system aiming to re-
ducing the mean waiting times of the clients by offloading a portion of the broadcasted data to the
local hovering schemes. Finally, lower bounds on the probability of information dissemination on
intersections are then calculated and used to find optimal source-destination routes that maximize
the successful delivery probability in a constrained time period.
1.3 Approach

The research presented in this thesis has both theoretical analysis and simulation aspects. In every proposed solution supporting information routing or information hovering there is a theoretical analysis which is also validated using realistic simulations. The traffic related aspects of the considered scenarios have been simulated on the VISSIM simulator, whereas the networking aspects have been realized on C++ application developed by the authors. VISSIM [96], is a widely used microscopic multi-modal traffic flow simulation software. It is based on a time step and behavior simulation approach, developed to model urban traffic and public transport operations and flows of pedestrians. It simulates vehicles driving in realistic road systems (e.g. highways, city, etc) and conditions. The program offers multimodality, meaning that it models all modes of transport and their interactions in one simulation: motorised private transport, freight transport and public transport, as well as cyclists and pedestrians.

The accuracy of a traffic simulation model is mainly dependent on the quality of the vehicle modeling, e.g. the methodology of moving vehicles through the network. VISSIM uses the psycho-physical driver behavior model developed by WIEDEMANN (1974). The basic concept of this model is that the driver of a faster moving vehicle starts to decelerate as he/she reaches his/her individual perception threshold to a slower moving vehicle. Since the driver cannot exactly determine the speed of that vehicle, his/her speed will fall below that vehicles speed until he/she starts to slightly accelerate again after reaching another perception threshold. This results in an iterative process of acceleration and deceleration.
VISSIM simulates the traffic flow by moving “driver-vehicle-units” through a network. Every driver with his/her specific behavior characteristics is assigned to a specific vehicle. As a consequence, the driving behavior corresponds to the technical capabilities of his/her vehicle. More details about VISSIM and the simulation model used appear in Appendix A.

The simulation of the mobile ad hoc network is performed using a C++ application designed to process the output provided by the VISSIM simulator. The application is based on the assumption that a vehicle can transmit information message to vehicles residing in its transmission range with a probability p which is user defined. User can also define the assignment of data transmission range of each vehicle. Hovering areas can be defined given the center (X, Y, coordinates) and the radius of the area in meters. Furthermore, in order to make simulations more realistic one can define the percentage of vehicles that are appropriately equipped to participate in VANETs. Finally, users can give the coordinates of road site units and their transmission range, which improves information propagation. Depending on the desired outputs, the C++ application is tuned accordingly.

1.4 Contributions

In this thesis we address the information dissemination problem in VANETs with particular interest in information hovering, broadcast schemes and routing without the necessity for roadside units. We propose new protocols and methods that overcome the design challenges outlined above. Since the system is highly stochastic in nature, our approaches are based on probabilistic methods. The main contributions of this work are summarized below:

We first consider the information hovering problem in VANETs and we propose a traffic aware information hovering protocol that is successful in achieving a high percentage of vehicles receiving the relevant message while at the same time reducing the number of exchanged messages.

Simulation scripts can be found on http://www.netrl.cs.ucy.ac.cy/index.php?option=com_content&task=view&id=76&Itemid=54
Information Hovering is a new concept of information dissemination over a mobile set of peers. It naturally applies in many applications in VANETs, where useful information needs to be made available to all vehicles within a confined geographical area for a specific time interval. A straightforward approach is to have all vehicles within the hovering area exchange messages with each other. However, this method does not guarantee that all vehicles within the hovering area will receive the message, because of potential partitioning of the network in areas with low traffic density and/or low market penetration rate. To alleviate this problem in this work we propose a scheme based on the application of epidemic routing within the hovering area and probabilistic flooding outside the hovering area. Informed vehicles outside the area can serve as information bridges towards partitioned uninformed areas within the zone of interest, thus leading to high reachability.

The design methodology has been simulative, and a major challenge in the overall procedure has been the design of the rebroadcast probability function for the probabilistic flooding scheme. Among a number of proposed candidate functions, we choose the one yielding superior performance and we tune its parameters taking advantage of phase transition phenomena, which are typical in probabilistic flooding schemes [61, 81]. It is known that probabilistic flooding in mobile ad hoc networks is characterized by phase transition phenomena [53], similar to the ones observed in the context of random graphs and percolation theory [19], which suggest the existence of a critical rebroadcast probability value beyond which high reachability is achieved with high probability. In this work we also demonstrate the existence of a vehicle traffic density dependant critical rebroadcast probability outside the hovering area, beyond which high reachability is achieved within the hovering area.

A unique feature of the proposed protocol is that it is adaptive, in the sense that the rebroadcast probability outside the hovering area is adaptively regulated based on estimates of the vehicle density within the hovering area. Estimates of the vehicle density within the hovering area are
obtained using measurements of the number of neighbors of each vehicle. The formula relating the two quantities is derived using a simple model of the transportation network within the hovering area. We demonstrate through simulations that the proposed scheme is successful in satisfying the design objectives and outperforms other candidate hovering protocols such as epidemic routing in the entire network, epidemic routing in the hovering area only, and the scheme proposed in [37].

The latter scheme applies epidemic routing in an extended area which includes the hovering area. By forming information bridges towards uninformed areas in the hovering area, the scheme increases the achieved reachability, at the expense of larger number of messages exchanged. However, the authors do not discuss the size of the extended area and how to regulate it based on some variables (e.g. traffic density, road topology) to achieve optimal performance.

We also demonstrate that, if we utilize the same design methodology to render the protocol proposed in [37] adaptive, its performance becomes comparable to the performance of the scheme proposed in this work. Thus, our contribution goes beyond the proposal of a specific information hovering protocol and extends to the introduction of a design procedure that can be used to design a class of density adaptive hovering protocols.

Next, we demonstrate the universality of the proposed information hovering protocol and its applicability in areas beyond the Vehicular Networking field, by integrating it in a Push-based wireless broadcast system as a load offloading tool. The combination of wireless broadcasting and information hovering is shown to significantly decrease the mean waiting times of clients in various wireless data broadcasting scenarios. In this setup, the system’s architecture typically considers a large number of clients dispersed over an area covered by a single wireless system. The clients are interested in a common set of data, albeit with varying individual preferences. A central authority creates a common data broadcast schedule and transmits it over the covered area. The central authority is more or less initially unaware of the popularity of each data item. This
knowledge is acquired gradually, typically through a lightweight, client feedback mechanism, and the schedule is adapted accordingly. This technique is typically applied to Instant Messaging Services, Tweets and audio-video broadcasting (e.g. DVB/H, DAB+).

In [86] for example, the clients are required to emit a single pulse upon reception of a wanted item. The aggregate received power level is then mapped to the probability distribution by a learning automaton [91]. Once the item probabilities become known, a central authority creates a broadcast schedule, which optimizes a given criterion.

In order to be able to reduce the mean waiting time, we present a novel, MANET-oriented merging of wireless broadcasting and information hovering. The logic of the merge follows the fact that any wireless broadcast system is typically assigned bandwidth that is inversely proportional to its area of coverage. Thus, in order for it to achieve adequate mean waiting times, a portion of the data dissemination task can be offloaded to a local hovering scheme. The number of items to be offloaded is analytically evaluated. Simulation under realistic conditions yielded superior performance to individual solutions. It is worth noting that addressing the last problem using the proposed information hovering scheme highlights the generality of the proposed methodology.

Finally, we address the information routing problem in VANETs and utilize a simple mathematical model to find analytically lower bounds on the probability of information propagation on intersections. The probability, as expected, is found to depend heavily on the traffic state in the vicinity of the intersection. The derived result is interesting and significant in its own respect, but may also constitute a first step in developing solutions to a number of other information dissemination problems. It can, for example, be used to derive appropriate selection criteria for the installation of static infrastructure at roadway cross-sections. Intersections close to safety critical institutions such as hospitals, police stations and fire stations need to have high probability of
message delivery. If this probability is shown priori using the derived formula that it is low, then static infrastructure needs to be installed.

The result can also be used to develop a traffic-aware routing protocol. The probability of successful information delivery along a straight line road has been derived analytically in the literature [125]. Combining the latter with the result obtained in this thesis, one can find the probability of successful information delivery along any route in a city map. Such a probability can be used as a cost measure for the specific route in a graph theoretic formulation of the routing problem. Solutions of the routing problem are readily available in the literature, and one can then use such solutions as a baseline to develop traffic aware routing protocols for VANETs. In this thesis we adopt the aforementioned approach and examine whether the information propagation probability on intersections derived in this work combined with the information propagation probability along a straight line road can yield a formula that gives the probability to deliver messages to a specific area in a certain amount of time and in a setting where no static infrastructure is used. We use a graph theoretical approach where we model the road map and the traffic characteristics using a directed weighted graph, which we refer to as the Road-Graph. We use the Road-Graph to calculate the probability of disseminating information along any given path and in a specific amount of time. So, for any two points on the Road-Graph we can find the path with the maximum probability of successful information delivery in the chosen time interval. This information is of great significance, since it can be utilized by routing protocols to optimally route packets in the vehicular network. We validate our analytical findings by comparing them with data obtained using VISSIM.

As indicated above, in this thesis we address several aspects of the information dissemination problem in VANETs and we propose a number of solutions based on probabilistic methods. Our work is significant in that it offers practical solutions to a number of open problems in VANETs,
but it also demonstrates the potential of these probabilistic methods in developing effective solutions for a variety of problems. Below we list our main contributions:

1. We develop a new hovering scheme which is successful in accomplishing its design objectives as it achieves high reachability, while at the same time alleviating the broadcast storm problem by reducing the number of exchanged messages. In order to allow message delivery in case of partitioned hovering areas, we allow message dissemination outside the hovering area. For alleviating the broadcast storm problem, the protocol employs epidemic routing within the hovering area and probabilistic flooding outside the hovering area. A unique feature of the protocol is that it is traffic-adaptive, in the sense that the rebroadcast probability is calculated based on estimates of the vehicle density, which are in turn based on estimates of the average number of neighbors.

2. We utilize a simple model of the roadway topology to develop a formula that estimates the average vehicle density in the hovering area based on measurements of the average number of neighbors readily available to each node using a beaconing method. The theoretical result is validated using simulations.

3. The methodology used to design the rebroadcast probability function is based on the existence of phase transition phenomena, which are typical when using probabilistic flooding outside hovering area. In this thesis we verify the existence of phase transition phenomena using simulations. When utilizing probabilistic flooding, we observe that, as the rebroadcast probability increases, the reachability remains low until a critical value is reached beyond which the reachability attains a relatively high value. We thus identify a phase of low reachability and a phase of high reachability. The probability at which the transition takes place depends on the traffic state in the area of interest.
4. For comparison purposes, in this thesis we design an alternative traffic adaptive hovering scheme, which attempts to alleviate the low reachability problem in cases of low traffic density, by extending the area in which epidemic routing is allowed beyond the hovering area. The vehicles outside the hovering that can participate in the message exchange process serve as information bridges towards the partitioned uninformed areas. The size of the extended hovering area is adaptive, in the sense that it changes based on estimates of the traffic density. In addition, the design procedure has been the same with the procedure adopted to design the proposed hovering scheme that applies probabilistic flooding outside the hovering area. Comparing the extended area approach and the probabilistic approach we observe very similar behavior. So, our contribution goes beyond the proposition of a new hovering scheme and includes the proposition of a new design methodology, which can yield a class of information hovering schemes with similar characteristics.

5. We present a novel MANET-oriented merging of wireless broadcasting and information hovering. The logic of the merge follows the fact that any wireless broadcast system is typically assigned bandwidth that is inversely proportional to its area of coverage. Thus, in order for the system to achieve adequate mean waiting times, a portion of the data dissemination task can be offloaded to a local hovering scheme. The number of items to be offloaded is defined heuristically. Two cooperation schemes are proposed, targeting solely mean waiting time (MWT) minimization and MWT-hovering bandwidth conservation balancing respectively. Simulation under realistic conditions yielded performance superior to stand-alone approaches, in all cases. It is worth noting that addressing the last problem using the proposed information hovering scheme highlights the generality of the proposed methodology.
6. We use a simple model of the roadway network to develop a lower bound on the probability to propagate information along an intersection. This lower bound depends heavily on the traffic state and is validated using simulations. The result is important as it can be used in the development of traffic aware routing protocols.

7. We formulate the routing problem in VANETs using a graph theoretic approach and for a specific route we find analytically the probability of successful information delivery in a specific amount of time. We use this probability to find the optimal route which maximizes the probability of information delivery. Our analytical findings are again validated using simulations. The simulations are conducted on the VISSIM simulator and the reference model constitutes a section of the freeway system in the Los Angeles Area.
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1.7 Thesis Overview

The rest of the thesis is organized in the following manner: In chapter 2 we introduce the VANETs area by discussing the evolution of the Intelligent Transportation Systems (ITS), then we discuss the different categories of the VANETs applications, and subsequently we show the ITS communication architecture. Thereafter we discuss data dissemination methods for VANETs, and present the related work in the area of data dissemination in VANETs. In chapter 3 we study the applicability of Information Hovering in VANETs and we present a scheme, which is traffic adaptive, achieving high reachability and low number of messages exchanged. In chapter 4 we present a new approach for performance acceleration of Wireless Push Systems using Information Hovering in VANETs, thus highlighting applicability of results in other communication areas. In chapter 5 we present our contribution in “Information Propagation Probability on Intersections in VANETs”. In this work we derive a formula which gives a lower bound on the probability of information dissemination on intersections where no static infrastructure is used. In chapter 6 we investigate the problem of information routing based on the probability to deliver messages to a specific area in a certain amount of time, given a number of paths derived using a specific directed weighted graph, which we refer to as the Road-Graph, as discussed later. Finally, in chapter 7 we offer our conclusions and future research directions.
Chapter 2

Background and Related Work

In this chapter, we present background on VANETs research area, with a historical overview of Intelligent Transportation Systems (ITS). We also discuss the main application categories that VANETs can support. Finally, we briefly discuss the related work in the area of data routing and dissemination in VANETs.

2.1 Intelligent Transportation Systems

In 1989 the Mobility 2000 group was formed in the USA and led to the formation of IVHS America (Intelligent Vehicle Highway Systems) in 1990, whose function was to act as a Federal Advisory Committee for the US Department of Transportation. In 1991 the Intermodal Surface Transportation Efficiency Act (ISTEA), of which the national IVHS program was defined as an integral part, became law in order to develop a national intermodal transport system that is economically sound, to provide the foundation for the nation to compete in the global economy, and to move people and goods in an energy-efficient manner. With the help of the Intelligent Transportation Society of America (ITSA), a nonprofit organization whose members come from academia and industry, a procedural framework was developed wherein IVHS services could be
systematically planned, defined and integrated. In 1994 the IVHS program was renamed as ITS (Intelligent Transportation Systems), indicating that, besides car traffic, modes of transportation receive attention as well.

On May 19, 1997, ITSA petitioned the Federal Communications Commission (FCC) to allocate a band of radio frequency spectrum to Dedicated Short-Range Communications (DSRC), 5.85-5.925 GHz, a total of 75 MHz of bandwidth that would serve a diverse array of ITS applications. During the years of 2003-2004, FCC adopted the recommendation of the ITSA to use a single standard for the physical and medium access control layers of the architecture. The recommendation was to adopt an architecture that was based on 802.11 [47]. After that, the IEEE task group, TGp, started modifying this standardization to support the needs of the transportation systems. The outcome of this work was named IEEE802.11p [46]. Furthermore, another team, WG 1609, has undertaken the task of developing specifications to append more layers in the protocol suite. The IEEE 1609 standard consists of four documents IEEE 1609.1 [42], IEEE 1609.2 [43], IEEE 1609.3 [44], and IEEE 1609.4 [45]. Since both standards, the IEEE802.11p and IEEE1609.x, are used to facilitate the provision of wireless access in vehicular environment, the acronym WAVE is used to refer to both. In Europe, the Architecture Task Force group worked closely with Car2Car Communication Consortium [10] and other standardization bodies such as the Internet Engineering Task Force (IETF) [48] and the International Standards Organization (ISO) [50] to prepare a European standard to be submitted to the European Telecommunication Standards Institute (ETSI) [20]. The first public version of the document named “The European ITS Communication Architecture” was published in October of 2008. It entails an overview of the basics of the ITS architecture in Europe that was applied for a new research project named PREparation for DRIVing implementation and Evaluation (PRE-DRIVE C2X) [95].
2.2 Application Categories in VANETs

Motivated by the great need to reduce the constantly increasing number of traffic accidents, the majority of applications proposed in VANETs are designed to improve active safety in driving. However, messages exchanged between vehicles can serve other purposes as well, such as improving driving and entertainment. In this paragraph we present a representative collection of envisioned applications and we categorize them following the suggestions of [104]. The applications presented in Table 1 are compiled from several sources. A large collection of applications was gathered in a report in [118] by the Vehicle Safety Communications (VSC) project. A deeper description of virtual warning sign applications is given in [18]. Additionally, most publications in VANETs also contain examples of applications. The chosen classification scheme groups applications by their purpose, which leads to groups of logically similar applications.

A. Active Safety

Active safety applications are considered the typical and most desirable group of applications for VANETs with direct impact on road safety. The basic intention is to make driving safer by inter-vehicle communication. The benefits of this kind of communication include the drivers being warned about a dangerous situation and the vehicle avoiding an accident or reacting appropriately if the accident cannot be avoided. We categorize active safety applications according to the level of danger. Dangerous road features like curves are static and thus foreseeable, decreasing the danger level. Abnormal traffic and road conditions are still almost static, but have a dynamic notion, i.e. they differ from the expectation of drivers that regularly pass the event location. In these cases danger is elevated. Danger is high when applications are used to prevent collisions, e.g. if a vehicle brakes heavily in dense traffic. If this does not help any more, such as in the case of imminent danger, when a collision
<table>
<thead>
<tr>
<th>Situation/Purpose</th>
<th>Application Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. Active Safety</strong></td>
<td></td>
</tr>
<tr>
<td>1. Dangerous road features</td>
<td>1. Curve speed warning, 2. Low bridge warning, 3. Warning about violated traffic lights or stop signals</td>
</tr>
<tr>
<td>4. Crash imminent</td>
<td>1. Pre-crash sensing</td>
</tr>
<tr>
<td>5. Incident occurred</td>
<td>1. Post-crash warning, 2. Breakdown warning, 3. SOS service</td>
</tr>
<tr>
<td><strong>B. Public Service</strong></td>
<td></td>
</tr>
<tr>
<td><strong>C. Improved driving</strong></td>
<td></td>
</tr>
<tr>
<td><strong>D. Business/Entertainment</strong></td>
<td></td>
</tr>
<tr>
<td>2. Mobile Services</td>
<td>1. Internet service provisioning, 2. Instant Messaging, 3. Point-of-interest notification</td>
</tr>
<tr>
<td>3. Enterprise solutions</td>
<td>1. Fleet management, 2. Rental car processing, 3. Area access control, 4. Hazardous material cargo tracking</td>
</tr>
</tbody>
</table>

Table 1: Overview of applications in VANETs
cannot be avoided any more, precrash-sensing will prepare the vehicle in order to minimize the impact of the impending crash, e.g. by closing windows or raising dampers. Finally, when danger is turned to an incident, it is important to warn approaching vehicles or call for help.

B. Public Service

Vehicular networks are also intended to support the work of public service such as, police or emergency recovery units. Prominent examples of this category are the support of emergency vehicles by virtual sirens or signal preemption capabilities. Using these applications, emergency vehicles may be able to reach their destination much faster than today. In addition, traffic surveillance could be simplified by applications such as electronic license plates. However, such an application must not be abused by anyone, which clearly underlines security requirements and the need for a discussion of the legal aspects of vehicular communication.

C. Improved Driving

This category contains applications which are intended to improve or to simplify driving by means of communication. The idea is comprised of microscopic scenarios in the immediate surrounding of a vehicle, as well as macroscopic optimization of traffic efficiency. In the first case, helper applications are intended to assist the driver in standard traffic situations, such as when entering a motorway and merging into the flowing traffic or the cooperative reduction of glare due to upper beam headlights. In the second case, traffic efficiency in a greater area is targeted. This can mean that an accident warning is disseminated in a larger area to inform vehicles about the potential obstacle, so that drivers can take a different
route. Another service is the dissemination of parking information or even the reservation
of a parking space.

D. Mobile Business and Entertainment

A large block of applications can be embraced under the terms business and entertainment.
Here, the focus is on delivering services to customers, automation of vehicle related tasks or
payment applications, like download of music, fleet management, chatting, e-advertisement,
simpler vehicle maintenance or payment of parking or road usage.

2.3 ITS Communication Architecture

In this paragraph we give an overview of the ITS communication architecture and its main
components, which can communicate with each other using different communication technolo-
gies. The ITS communication architecture is a communication system designed for ITS and made
of four separated subsystem components:

1. Vehicle Station. The vehicle subsystem component connected to vehicle domain architec-
ture designed by vehicle manufacturer via the vehicle mobile gateway

2. Personal Station. The mobile subsystem component

3. Roadside Station. The roadside subsystem component

4. Central Station. The central subsystem component

All four components are described in figure 2 and each component seperately in figures 3 to
6. Each component contains an ITS station, which basically consists of one or more Application
Units (AU) and a Communication & Control Unit (CCU). The ITS station may be interconnected
to additional components. These sub-components may be implemented in a single node, or in
Figure 2: ITS Communication Architecture illustrates the communication system designed for ITS [110]. 1. Vehicle Station, 2. Personal Station, 3. Roadside Station, 4. Central Station. separate nodes interconnected by an internal network. It may be also considered to have separate CCUs, e.g. for safety and non-safety related communication.

2.3.1 ITS Vehicle Station

The ITS Vehicle Station, shown in figure 3, is mounted within or fixed to a vehicle and enables the vehicle to participate in cooperative ITS applications. With respect to ITS communication it is irrelevant whether the vehicle station is fully integrated into a vehicle or whether it is a separate mobile component that can be connected to the vehicle.

Figure 3: ITS Vehicle Station

An ITS Vehicle Station consists of two sub-components:
• A Vehicle CCU is in charge of communication with other vehicles (V2V) or with roadside infrastructure components (Vehicle to Roadside Unit - V2R). Depending on the profile, the Vehicle CCU may also provide access to the Internet Domain, e.g. by integrated UMTS (Universal Mobile Telecommunications System) communication hardware.

• One or several Vehicle AUs realising the ITS applications.

This way, the ITS Vehicle Station runs the cooperative ITS applications and is able to exchange information with other vehicles or with roadside infrastructure components. In order to provide vehicle specific ITS applications, the ITS Vehicle Station requires access to the vehicle “infrastructure” (e.g. data from ECU’s (Electronic Control Units) or vehicle sensors, which are interconnected via a vehicle network (e.g., Controller Area Network bus). The link to the vehicle-specific network is provided by the vehicle gateway, which is able to access the vehicle information and provide it to the ITS Vehicle Station. In the reverse direction, the Vehicle Gateway may also provide data to vehicle controllers or to presentation devices integrated in the vehicle. As part of its role, the Vehicle Gateway may also include security and translations services.

2.3.2 ITS Roadside Station

An ITS Roadside Station, shown in figure 4, is a fixed installation along the road. From the communication component view, it consists of two sub-components:

• A Roadside CCU is responsible for the communication with ITS Vehicle Stations or other ITS Roadside Stations.

• One or several Roadside Application Units realise the ITS applications for the roadside equipment.
The ITS Roadside Station may be linked via a roadside gateway to road sensors or traffic control units, e.g. traffic lights or variable traffic signs and/or its controller. This enables the realization of ITS applications like in-vehicle signage, which provides the information of Variable Message Signs (VMS) to vehicles, as well as dynamically adapting the information displayed in the VMS, depending on the information transmitted by the vehicles.

Optionally, a border router connects the ITS Roadside Station to a backbone network, which can be an ITS roadside infrastructure network or the Internet Domain. Connection to the ITS roadside infrastructure network enables the direct exchange of information between different ITS Roadside Stations, whereas a connection to the Internet enables communication with hosts in the Internet. This connection can be used, e.g., to connect the ITS Roadside Station to a central traffic control server.
2.3.3 ITS Central Station

From a communication component view, the central system can realize for example business applications and processes. It therefore may provide information that can be used to realize cooperative ITS applications. The ITS applications themselves are implemented in the ITS Central Station (shown in figure 5), which basically comprises one or more application units.

![Figure 5: ITS Central Station](image)

The available information of a central system is provided to the ITS Central Station via a Central Gateway, which ensures that the information of the central system can be accessed and used by the ITS Central Station. The ITS Central Station is typically connected to the Internet Domain using a border router. This way, the ITS Central Station is able to provide information useful for cooperative ITS applications to the vehicles, e.g. by sending them, via UMTS, to the vehicles, or, in case of traffic flow optimizations, by sending them via the ITS Roadside Stations to the vehicles.

2.3.4 ITS Personal Station

In the communication component point of view, the ITS Personal Station is a consumer electronics device, which is typically assigned to a person, e.g. pedestrian or cyclist. In case the consumer electronics device is linked to a vehicle, it is considered as ITS Vehicle Station. The ITS Personal Station, as shown in figure 6, typically consists of two components:
2.4 Wireless Access in Vehicular Environment (WAVE)

In this section we present a brief overview of the IEEE WAVE system architecture [109] as an indication of the current state of standardization process. WAVE system architecture is a set of standards that describes the communication stack of vehicular nodes and the physical airlink between them as shown in figure 7.
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>802.11p</td>
<td>Wireless Access in Vehicular Environments (WAVE) An amendment to the well-known IEEE 802.11 Wireless LAN Standard and covers the physical layer of the system.</td>
</tr>
<tr>
<td>1609.1</td>
<td>Resource Manager Covers optional recommendations for the application Layer.</td>
</tr>
<tr>
<td>1609.2</td>
<td>Security Services for Applications and Management Messages Covers security, secure message formatting, processing, and exchange.</td>
</tr>
<tr>
<td>1609.3</td>
<td>Networking Services Covers the WAVE communication stack.</td>
</tr>
<tr>
<td>1609.4</td>
<td>Multi-Channel Operation Covers the arrangement of multiple channels and how they should be used.</td>
</tr>
</tbody>
</table>

Table 2: WAVE Standard

A road Side Unit may have two interfaces, one for the wireless WAVE stack and the other for external interfaces like wireline Ethernet that may be used to enable connectivity to the Internet. Similarly, each On Board Unit may have two interfaces, one for the wireless WAVE stack and the other for sensor-connections and human interaction.

WAVE standard consists of five complementary parts 802.11p [46], 1609.1 [42], 1609.2 [43], 1609.3 [44] and 1609.4 [45] as shown in Table 2.

The WAVE communication stack and the coordination between standards are shown in figure 8.

Figure 8: Wave Protocol Stack
2.4.1 WAVE Physical Layer

The WAVE spectrum is composed of seven channels of 10 MHz each in the 75 MHz bandwidth of DSRC applications, as shown in figure 9, with an option of grouping two adjacent channels to have a spectrum of 20 MHz. Channel 178 is the only control channel (CCH), and other channels are service channels (SCH). Channels 175 and 181 are the 20 MHz channels. The channel number (CN) is derived by counting the number of 5-MHz spectrum in the frequency band from 5000 MHz to the center frequency $f(CN)$ of the channel CN, i.e.

Channel center frequency = 5 GHz + (5 channel number) MHz

For example, the Channel number of the frequency 5875 MHz to 5885 MHz (which has a channel center frequency 5880 MHz) is given by:

Channel Number = (5880 - 5000)/5 = 176

![Figure 9: Spectrum of Wave Channel](image)

The modulation scheme used by WAVE is the Orthogonal Frequency Division Multiplexing (OFDM) using 52 orthogonal subcarriers. The OFDM is a multi-carrier modulation scheme where data is split into multiple lower rate streams. Each stream is used to modulate one of the closely spaced orthogonal subcarriers. The primary advantage of OFDM is its ability to cope with frequency-selective fading due to multipath channels without complex equalization filters. This modulation scheme enables data rates of 3, 4.5, 6, 9, 12, 18, 24, and 27 Mbit/s in the 10 MHz channels and up to 54 Mbit/s in the 20 MHz channels. The orthogonal subcarriers should
be modulated using BPSK (Binary Phase Shift Keying), QPSK (Quadrature Phase-Shift Keying), 16-QAM (Quadrature Amplitude Modulation), or 64-QAM depending on the data rate required.

### 2.4.2 Wave Channel Coordination

The WAVE spectrum is composed of only one control channel (CCH) and six service channels (SCHs). The control channel is considered as the public room for all WAVE devices and it is a critical resource. Efficient organization and minimization of traffic on the CCH is a challenging problem. The CCH should only be used for service advertisement frames and broadcast messages (i.e. when the transmitter has not negotiated with a specific receiver yet). However, no active connections between two or more devices are allowed to exchange data over the CCH (i.e. after handshaking, the transmitter and the receiver must pursue talking in another channel).

The other six SCHs are considered as private rooms for any connection to exchange long streams of data. Before initiating a connection over a SCH, a node must first join an active logical private network (namely, the WAVE Basic Service Set, WBSS which is a set of cooperative WAVE stations). Advertisement of new services should be transmitted over the CCH, though actual data exchange of the service is done over any SCH.

### 2.4.3 WAVE Communication Protocol

WAVE supports two protocol stacks, the standard Internet Protocol Version 6 (IPv6) and a new specially designed WAVE Short Message Protocol (WSMP).

- **Internet Protocol Version 6 (IPv6).** WAVE networking services support data exchange using the Internet Protocol version 6 (IPv6) [49] with both TCP and UDP at the transport
layer. The existence of IPv6 protocol in the wireless device within vehicles opens the Internet access with a tremendous variety of possible applications. Connection using IPv6 is permitted only on SCHs after joining a WBSS.

- **WAVE Short Message Protocol (WSMP)**. The WAVE Short Message Protocol (WSMP) is a new protocol designed especially for an optimized operation in WAVE environments. If any node prefers not to join a WBSS (for example, a transmitter has a short data to broadcast) it will have to use only WSMP over the CCH. WSMP is used for direct transmission of short messages without joining WBSS. Messages of this protocol are designed to consume minimal channel capacity. Hence, it is the only protocol allowed over the CCH (and may be used on any SCH as well). The suggested frame format of a WAVE Short Message (WSM) is shown in figure 10 (lengths are in octets of bits).

<table>
<thead>
<tr>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>4</th>
<th>2</th>
<th>variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>WSM Version</td>
<td>Security Type</td>
<td>Channel Number</td>
<td>Data Rate</td>
<td>Tx Power Level</td>
<td>Provider Service Identifier</td>
<td>WSM Length</td>
<td>WSM Data</td>
</tr>
</tbody>
</table>

Figure 10: WSM Frame Format

The “WSM Version” indicates the used version of WSMP (currently, its value is zero). The Security Type indicates the security processing of the WSM Data i.e. the transmitter application can sign or encrypt the message with an indication in security field. The Channel Number is used to identify the radio channel used for the WSM. The Data Rate indicates the data rate used for the WSM. The Tx Power Level indicates the transmit power used for the WSM. The Provider Service Identifier identifies the application that originated the WSM (each application will have a unique number). The WSM Length indicates the length in octets of the following WSM Data
field (limited to 1400 in its default value). The WSM Data contains the application data being transferred.

2.4.4 WAVE Management Plane

The WAVE management plane is considered a logical low-level database of the system and performs system configuration and maintenance functions. It consists of the WAVE Management Entity (WME) with a special part to serve the MAC layer, namely MAC Layer Management Entity (MLME), and another one to serve the physical layer, namely Physical Layer Management Entity (PLME). Examples of its use include:

- Prior to the first operation of the transceiver (i.e. network configuration phase) different system parameters are loaded into the device’s WME. This field is known as “Local Information”.

- Active applications register their parameters with the WME. Therefore, MAC layer can determine whether a received WBSS advertisement is of interest to any of its applications or not. This field is known as “User Service Information”.

- The WME is responsible for generating the WAVE service advertisement frame on an application request. This field is known as “Provider Service Information”.

- On the initiation or joining of a WBSS, network parameters are registered in the WME.

2.5 Related Work

Having discussed issues related to the IEEE WAVE system architecture which constitutes the latest set of standards for VANETs deployment, we next make a comprehensive overview of work that has appeared in the literature and is pertinent to the issues dealt with in this thesis. This thesis
addresses several information dissemination problems in VANETs and proposes novel solutions based on probabilistic methods, since the system is inherently stochastic in nature. The design methods used lead to solutions which are universal, in the sense that they can be applied to areas beyond the ones considered here. Such extensions have been investigated with emphasis on a Push based Broadcast System.

Data dissemination schemes in VANETs can have fundamentally different characteristics and design objectives. Consider, for example, a cooperative warning application which, upon detection of an unexpected event, such as a traffic accident, causes vehicles to generate warning messages with critical information regarding the unexpected event. A short range multi-hop broadcast scheme may be used to disseminate the emergency message to all neighboring vehicles, warning them of the imminent danger. A routing protocol can also be employed to facilitate the transfer of the warning message over long distances to emergency services such as hospitals and police stations. Finally, a hovering scheme can be used to maintain the message in a confined geographical area for a specific period of time, notifying all vehicles entering the area of the unexpected event. The applicability of the proposed data dissemination schemes goes beyond the safety related example mentioned above and encompasses other areas, as for example, push based broadcasting and mobile cloud. This universality property of the proposed scheme will be discussed later.

Below we review solutions which have appeared in the literature for each of the class of algorithms mentioned above. In addition, since in this thesis we explore the integration of the proposed information hovering scheme in a push based wireless broadcasting system, we also present a review of schemes pertinent to wireless broadcasting.

The methods proposed in this thesis are applicable to both safety and non-safety applications, although more emphasis is given to safety applications. So, our discussion is made with reference to both types of applications. Safety applications involve the exchange of messages which notify
vehicles of potential driving hazards and help prevent collisions. Some techniques of safety application can be found in [1, 6, 21, 22, 32, 56, 74]. Non-safety applications involve the exchange of messages which usually relate to accurate traffic monitoring, distributed passenger teleconferencing, music downloading and roadside e-advertisements. Some techniques of non-safety applications are presented in [16, 57, 112].

2.5.1 Information Hovering

The term Information Hovering was first introduced in [121], and formally defined later in [122]. A more detailed description is provided in [101]. The concept involves decoupling of the hovering information from its host and promotes coupling it directly with a specific geographical location, which is called the anchor location. In this regard, the hovering information stays “attached” to a specific geographical point, called the anchor location and to its vicinity area, called the anchor area. The information hovers from one mobile device to another, in a quest to remain within a specific vicinity and avail itself to users currently present or entering its anchoring geographical location. The Information Hovering concept can be used in a variety of applications in Mobile Adhoc Networks, with characteristic usage examples provided in [58]. A relevant concept in the networks literature is Geocasting, which addresses the problem of information dissemination in geographical target regions. Geocast protocols which have appeared in the literature [78] are intended to forward the relevant message in the target region and distribute the message once, to all devices residing in the region. However, this one time message delivery is not relevant in the information hovering paradigm, as the information needs to remain in the target area for a specific amount of time. This concept has appeared in the literature as abiding or time-stable geocasting [79]. Flooding based schemes, such as epidemic routing [116], can be applied to the entire network to effectively serve such a paradigm, achieving high percentage of nodes in the hovering area.
receiving the relevant message (high reachability). However, this is done at the expense of a large number of redundant messages, which strain the communication channel and lead to extensive contention and high latency of message delivery. In cases of high traffic density, this is known as the broadcast storm problem, and a number of techniques have been proposed in literature to alleviate this problem [3, 9, 11, 25, 40, 59, 73, 103]. On the other hand, in areas with low vehicle density, dynamic network partitioning may be present. In this case, the message may be lost, as there is no path to bring the message back to the hovering area. One approach to address this challenge is to allow controlled exchange of messages outside the hovering area. The reasoning behind this approach is that informed vehicles outside the hovering area can serve as information bridges towards partitioned uninformed areas, thus increasing message reachability. In addition, since “epidemic routing” outside the hovering area is avoided, the number of exchanged messages is reduced. The authors in [37] follow this reasoning to allow epidemic dissemination of messages in an extended area beyond the hovering area. They demonstrate through simulations that such an approach can increase the recorded reachability in cases of low traffic density.

In this thesis we apply blind flooding within the hovering area and probabilistic flooding outside the hovering area. We use complex probability functions, which can be adaptively regulated based on estimates of the vehicle density within the hovering area. This increase in complexity is shown to be highly beneficial in terms of the high reachability and low number of messages achieved.

Note that inside the hovering zone where we apply blind flooding a number of solutions have been considered to eliminate broadcast storm problem [3, 9, 11, 25, 40, 59, 73, 103]. As this was extensively covered in the literature, in this thesis we concentrate on the design of the probabilistic flooding scheme outside the hovering zone. Inside the hovering zone we assume a simple flooding scheme.
2.5.2 Push Server - Data Broadcasting

Recent years have witnessed the wide-spread use of wireless push-based broadcasting where the clients continuously monitor a broadcast process from the server and retrieve their required data items. Simple in architecture and implementation, lightweight and energy efficient - especially from the client’s point of view, both hardware and software - the push-based approach has been adopted for use in a variety of information dissemination applications and has been incorporated in almost every single mobile telecommunication device. Popular uses include airport and hospital information systems, instant messaging services, and multimedia on demand over the internet or cellular networks. Consequently, the growing interest of the telecommunications industry in these systems has spurred their research on the performance optimization.

Research on optimal data broadcast scheduling initially focused on the minimization of the clients’ Mean Waiting Time (MWT). [34] presented the lower bound of the MWT, showing that the knowledge of the data items’ request probabilities and sizes is sufficient for achieving it. A scheduling algorithm was also defined, which achieved the minimum MWT at the cost of inhibitory computational complexity. [102] introduced a “reservation” system that favors client waiting time in the case of big sized items. In light of the high complexity of the initial scheduling algorithms, several approaches have been proposed to simplify the data broadcasting problem, the most influential being the Broadcast Disks model [2]. A great deal of work has been done based on this model, studying data pre-fetching, caching and indexing, hybrid data broadcasting, as well as scheduling strategies and noise interference. An overview of all these concepts can be found in [131]. More recent works have been focused on the minimization of psychometrics [54] instead of the mean waiting time, in an effort to provide QoS. Authors in [87] have introduced adaptivity for wireless push systems with locality of demand by employing a learning automaton to process
the incoming client feedback. More efficient feedback schemes for dynamic environments were formulated in [67], employing the principle of maximum entropy to speed up convergence. Finally, broadcast scheduling algorithms with minimal complexity and optimal performance were presented in [68, 69]. It is clear from the above that previous state-of-the-art works have treated user networking simply as a means of extending the coverage of wireless access points [134]. In contrast, our work in [72] proposes parallel data dissemination through centralized, optimal broadcasting and through user networking (information hovering) at the same time. Data dissemination load can be freely shared between the centralized broadcasting and the hovering, following a pull-push balancing model. This data dissemination off-loading, offered by the information hovering scheme, is shown to greatly improve performance.

### 2.5.3 Information Routing

Routing has been studied thoroughly in VANETs. However, none has addressed the highly stochastic nature of the traffic system to design a routing scheme that maximizes the probability of successful message delivery in a specific amount of time. Therefore, below we present the main approaches adopted in literature to develop routing protocols for VANETs [7]. In [23] authors examine the applicability of existing ad hoc routing protocols to VANETs. Specifically, they compare Dynamic Source Routing (DSR) with the Greedy Perimeter Stateless Routing (GPSR) protocol. They conclude that, when communication sessions are comprised of more than 2 or 3 hops, position-based ad hoc routing is preferable over reactive non-position-based approaches.

Contention-Based Forwarding (CBF) [24] is a geographic routing protocol that does not require proactive transmission of beacon messages. Data packets are broadcast to all direct neighbors, who then, decide if they should forward the packet. The actual forwarder is selected by a distributed timer-based contention process, which allows the most-suitable node to forward the
packet and to suppress other potential forwarders. Receivers of the broadcast data would compare their distance to the destination to the last hop’s distance to the destination. TOpology-assist Geo-Opportunistic Routing (TO-GO) [62] is a geographic routing protocol that exploits topology knowledge acquired via 2-hop beaconing to select the best target forwarder and incorporates opportunistic forwarding with the best chance to reach it. It is different from CBF in three main aspects. Firstly, rather than picking the next forwarding node that makes the best progress to the destination, it picks the next forwarding node that makes the best progress to a target node. A target node is defined to be the node that the greedy algorithm or the recovery algorithm would normally pick. At the junction the choice of the target node either beyond the junction or at the junction is based upon whether the routing is in greedy mode or recovery mode. The reason for choosing the target node instead of the destination as the frame of reference is to take care of the city topology, where roads intersect and destination usually does not lie on the same street as the source as in the highway. Packets have to make multiple turns into different streets before arriving at the destination. The data is then broadcast to all direct neighbors. Whoevers distance is closer to the target node gets picked to be the next forwarding node.

The second difference is that, unlike CBF, there is still the need of beacons, which are used for nodes to pick the target node. The fact that the data is broadcast and only the node that makes the furthest progress toward the target is chosen is to account for wireless channel errors and low packet delivery rate arising from multi-path fading, shadowing, and mobility. These problems makes the furthest node (the target node) which usually does not receive the data packet. Packets are therefore opportunistically making their best progress toward the target node and thus the destination. TO-GO uses a novel way to choose the forwarding set of nodes that are candidates for the next forwarding node. The set is chosen so that all nodes can hear one another (no hidden
terminals) and make a progress toward the target node. Lastly, TO-GO differs from CBF in providing routing decision for recovery. CBF on the highway works because the destination is always straight ahead. Thus, local maximum never occurs on the highway and the selection of the next forwarding node is always one. That is closest to the destination. However, in city environments, streets cross each other and destination does not lie on the same street as the source. Thus, local maximum frequently occurs. TO-GO adapts the concept of CBF that packets are opportunistically sent to the target node, calculated by the routing decision in both the greedy and recovery mode.

The Mobility-Centric Data Dissemination Algorithm (MDDV) [124] is one of the few that provide a complete architecture for vehicular routing. It combines the ideas of opportunistic forwarding, trajectory-based forwarding and geographical forwarding. The protocol disseminates data to intended receivers, while maintaining some design demands, e.g. high delivery ratio, low delay and low memory occupancy. The protocol can also be applied to hybrid architectures.

The Geographic Source Routing (GSR) protocol proposed in [75] examines the problems appearing with base-line position-based routing in two-dimensional urban scenarios. GSR combines position-based routing with topological information. The adoption of the Reactive Location Service (RLS) [55] system is assumed. The source uses flooding to request the position of a node identifier. After discovering the location of the recipient, the source uses a digital map of the roads to calculate the set of junctions that the packet will follow. In [64] authors present A-STAR, an Anchor based Street and Traffic Aware Routing scheme. They use information on city bus routes to identify an anchor path with high connectivity for packet delivery. The model is designed based on position-based routing in order to facilitate VANETs in urban areas. In such environments, vehicle density is larger in some well known -for their traffic- roads than in others. Connectivity in such roads can be higher and more stable due to regular bus passes. A-STAR constructs a graph, based on how many bus lines go through certain roads. Since each vehicle may be aware of the
bus route information through digital maps, an anchor route may be constructed using the Dijkstra's algorithm for the least weight. GyTAR [52] is an improved Greedy Traffic Aware Routing Protocol for VANETs in City Environments. It considers road traffic variations, vehicles’ speeds, directions and multilanes. It improves Greedy Traffic aware routing protocol. Chisalita and Shahmehri in [12] propose a distributed protocol for decentralized network organization. The protocol requires the receivers to analyze the exchanged messages so as to figure out if they are the intended destinations. For this filtering the current traffic conditions are taken into account. The protocol includes mechanisms for message acceptance/denial, local maintenance of neighborhood information and transmission of basic safety - as well as nonsafety - messages. In [83] authors present a formal model of data dissemination in VANETs and study how the characteristics of Vehicular network, specifically the bidirectional mobility on well defined paths, affect the performance of data dissemination. Information can be disseminated using vehicles moving on the same direction, vehicles moving in the opposite direction, or vehicles moving in both directions.

Despite the various approaches which, as mentioned above, have been adopted in the literature, no scheme addresses the highly stochastic nature of the traffic system to design a routing scheme that maximizes the probability of successful message delivery in a specific amount of time. The stochastic nature of the system suggests that such an approach may lead to solutions with improved properties. However, calculating the probability of successful message delivery is not an easy task if one not only takes into account line roads but intersections as well. In this thesis we address the problem of calculating the probability of successful message delivery along an intersection and we demonstrate how such calculations can be used as a baseline for designing an effective routing protocol with improved properties.
Chapter 3

Information Hovering in Vehicular AdHoc Networks

3.1 Introduction

Information Hovering is a new concept of information dissemination over a mobile set of peers. The Information Hovering concept can be used in a variety of applications in Mobile Adhoc Networks, with characteristic usage examples provided in [58]. A relevant concept in the networks literature is Geocasting, which addresses the problem of information dissemination in geographical target regions. Geocast protocols which have appeared in the literature [78] are intended to forward the relevant message in the target region and distribute the message once, to all devices residing in the region. However, this one time message delivery is not relevant in the information hovering paradigm, as the information needs to remain in the target area for a specific amount of time. This concept has appeared in the literature as abiding or time-stable geocasting [79].

Information Hovering can naturally be applied to many applications in Vehicular Ad Hoc Networks, where useful information needs to be made available to all vehicles within a confined geographical area for a specific time interval. A straightforward approach is to have all vehicles within the hovering area exchange messages with each other. This approach has two potential
problems depending on the vehicle density within the hovering area. In cases of high traffic density the well known broadcast storm problem [114] can lead to a significant increase in the latency of message delivery. Several methods have been proposed in literature to alleviate this problem [3, 9, 11, 25, 40, 59, 73, 103] and is thus not further addressed in this work. The second problem of applying epidemic routing within the hovering area only is that, in cases of low traffic density and/or low market penetration rate, this method does not guarantee that all vehicles within the hovering area will receive the message due to potential partitioning of the network. To alleviate this problem in our work, we propose a scheme that is based on the application of epidemic routing within the hovering area and on the probabilistic flooding outside the hovering area [128]. Probabilistic flooding involves vehicles, upon receiving a message for the first time rebroadcasting the message with probability $p$. Informed vehicles outside the area can serve as information bridges towards partitioned uninformed areas, thus leading to high reachability, which is defined as the percentage of vehicles in the hovering area that have received the information. We demonstrate through simulations contacted using VISSIM [96] and a purpose build C++ application that our approach outperforms the scheme proposed in [37] by significantly decreasing the number of messages required in order to achieve high reachability.

Note that inside the hovering zone where we apply blind flooding a number of solutions have been considered to eliminate broadcast storm problem [3, 9, 11, 25, 40, 59, 73, 103]. As this was extensively covered in the literature, in this thesis we concentrate on the design of the probabilistic flooding scheme outside the hovering zone, and inside the hovering zone we assume a simple flooding scheme.

Another solution is proposed in [37] where authors follow this reasoning to allow epidemic dissemination of messages in an extended area beyond the hovering area. They demonstrate through simulations that such an approach can increase the recorded reachability in cases of low traffic density.
density. The main problem with the work in [37] is that authors do not discuss the issue of the traffic density and how mobile nodes can adapt to the changes of the traffic conditions.

The design methodology we adopt has been simulative, and a major challenge in the overall procedure has been the design of the rebroadcast probability function. The probability function maps local variables at each vehicle to the rebroadcast probability. Among a number of candidate functions, we choose the one that yields superior performance and we tune its parameters taking advantage of phase transition phenomena, which are typical in probabilistic flooding schemes.

A unique feature of the proposed protocol is that it is adaptive, in the sense that the rebroadcast probability outside the hovering area is adaptively regulated based on estimates of the vehicle density within the hovering area. Estimates of the vehicle density within the hovering area are obtained using measurements of the number of neighbors of each vehicle. The analytical formula relating the two quantities is derived using a simple model of the transportation network within the hovering area. We demonstrate through simulations that the proposed scheme is successful in satisfying the design objectives and outperforms other candidate hovering protocols, such as epidemic routing in the entire network, epidemic routing in the hovering area only, and the scheme proposed in [37]. We also demonstrate that if we utilize the same design methodology to render the protocol proposed in [37] adaptive, its performance becomes comparable to the performance of the scheme proposed in this work. Thus, our contribution goes beyond the proposal of a specific information hovering protocol and extends to the introduction of a design procedure that can be used to design a class of density adaptive hovering protocols.

3.1.1 Phase Transition, Percolation Theory and Random Graphs

As mentioned above, the design of the probability function of the information hovering protocol takes into account phase transition phenomena typical in schemes that employ probabilistic
flooding. Phase transition or phase change is a phenomenon where a system undergoes a sudden change of state or behavior in response to a small change in a chosen parameter set [19]. The phenomenon is of great importance, as it has been observed and analyzed in a number of systems pervading our physical and engineering world. Two areas of research where phase transition has been extensively studied are percolation theory and random graphs [8]. The study in these areas has led to abstract mathematical frameworks, which can serve as solid starting points to investigate other systems where phase transition is relevant, such as probabilistic flooding in wireless mobile ad hoc networks [100]. Percolation theory [8] deals with fluid flow 1 (or any other similar process) in random media (describes the behavior of connected clusters in a random graph). In a percolation model, given that there is a probability $p$ that there is an open path and $1 - p$ that there is no path, it has been observed that a phase transition can occur at the change of state between having finite numbers of clusters and having one infinite cluster. The existence of a phase transition in percolation theory infers the existence of a critical threshold probability, $p_c$, where the phase transition occurs [61]. Given this observation, we will investigate the possible application of the same theory to the probabilistic flooding problem in VANETs. Such an application can provide valuable insights to the observed behavior and can lead to analytically verifiable designs. Phase transition has also been observed and studied in the context of Random Graphs. In mathematics, a random graph is a graph that is generated by some random process [53]. Different choices of the random process yield different random graph models. Various models have been studied in literature such as the Fixed Edge Number Model, the Bernoulli model, the Fixed Radius model and the Dynamic model. In the case of a Bernoulli model with $N$ vertices and probability of an edge existence between any two nodes equal to $p$, it has been shown that for values of $p$ greater than $log(N)/N$, the graph is connected with high probability [19]. This result not only verifies the existence of

---

1A usual setting here is that some liquid is poured on top of a porous material. The question is whether the liquid is able to make its way from hole to hole and reach the bottom.
phase transition phenomena in random graphs but also quantifies the critical point. The problem of obtaining similar results for the Fixed Radius model, which is an ideal representation of Mobile Ad Hoc Networks, is a challenging open research problem. Since random graphs are relevant to wireless ad hoc networks, it is not surprising that phase transition phenomena have been recently reported in various contexts in wireless ad hoc networks [8]. In the context of probabilistic flooding, phase transition can be extremely cost-efficient to observe, as it implies that there exists a critical probability beyond which all nodes receive the transmitted message with high probability.

3.2 Problem Formulation

In this paragraph we provide a formal definition of the information hovering problem in VANETs and we present the methodology and approach adopted to develop and evaluate an effective solution.

We consider a bounded geographical area, which we refer to as the hovering area (also known as anchor area), and in which we assume that there initially exists at least one vehicle which possesses critical information.

We refer to vehicles possessing critical information as information sources whose objective is to disseminate this information to all vehicles residing in the hovering area. We do not discuss how information sources initially generate or receive the critical information. All equipped vehicles employ wireless communication to form a vehicular ad hoc network. The main objective is then for the information sources to utilize the vehicular ad-hoc network to persistently disseminate the useful messages to all vehicles in the hovering area. Persistent dissemination implies that the desired property of all vehicles receiving the message is not instantaneously achieved, but holds for an arbitrary time interval, during which vehicles dynamically enter and leave the hovering area.
A number of approaches can be developed to solve the problem. However, the solution space can be refined by choosing solutions that make efficient use of the available resources, such as storage, power, bandwidth etc. Towards this goal we pose the additional objective of minimizing the number of exchanged messages. Small numbers of exchanged messages imply less storage requirements, less power consumption, less bandwidth use, and, above all, smaller latency of information delivery, since phenomena like severe congestion and contention which lead to collisions are avoided. The problem can thus be formally defined as follows:

**Problem Definition:**

*Given a road map area, which we refer to as the Hovering Area, a single message information data and a time to live period, it is required to find an Information Dissemination Protocol, which when applied for the specific time to live period, almost all vehicles residing in the area receive the message with a probability approaching 1, with as low number of messages exchanged as possible.*

### 3.3 Proposed Traffic Adaptive Information Hovering Protocol

A straightforward solution to the above problem is the application of epidemic routing merely within the hovering area. However, this approach leads to excessive congestion and contention in the case of high traffic density, and, in the case of low traffic density, it leads to low reachability. Furthermore, low traffic densities cause the network to become intermittently connected and it is not possible for partitioned uninformed areas to receive the critical information data. In such a scenario, vehicles outside the hovering area can serve as information bridges towards the partitioned uninformed areas. One can thus increase the achieved reachability by allowing epidemic routing in the entire network. This, however, leads to a huge number of redundant messages. For
this reason, in this work we present a solution which employs epidemic routing within the hovering area and probabilistic flooding outside the hovering area. Since epidemic routing outside the hovering area is avoided, the number of exchanged messages is greatly reduced.

The proposed information hovering protocol works as follows: We assume that all vehicles are equipped with a positioning system such as GPS. Vehicles exchange beacon messages that enable them to discover their neighbors. Information sources within the hovering area initiate the dissemination process by broadcasting a packet that includes the critical message and the following fields in its header: a TTL field, which determines the expiration time of the message, and a hovering area field, which contains information that can be used to determine the hovering area.

Then they mark all vehicles currently in their neighbor list as recipients of the critical message. Upon receiving the packet, a vehicle stores the critical message and the fields contained in the packet header and checks whether it resides within the advertised hovering area. If it does lie in the hovering area, it periodically checks whether its neighbors have been marked as recipients of the critical message. The frequency with which the check is conducted is referred to as the scanning frequency. If there exists at least one neighbor that has not received the critical message, then the vehicle rebroadcasts the message and marks all neighbors as recipients of the critical message. If the vehicle does not lie within the hovering area, it decides to initiate the rebroadcast procedure with probability $p$, otherwise it rejects the received message (i.e. with probability $1 - p$). The probability $p$ is calculated based on a probability function $f$. Although this function can have several input variables, in this work we restrict our choices to decreasing functions of the distance from the hovering area only. With the term “distance from the hovering area” we mean the shortest distance from the boundaries of the area.
The reason behind this design choice is that, the further an informed vehicle is from the hovering area, the less probable it is that it will contribute to the finding of a yet unexplored path. The TTL field in the packet header is used to determine the expiration time of the critical message. The initial value of TTL field, which is the time to live period of the hovering protocol in seconds, depends on the application generating the message and it is determined at the beginning of the Hovering procedure. When a packet is received, the value in the TTL field is stored locally and appropriately decreased based on a local timer. If the vehicle rebroadcasts the critical message, it stores the updated local value in the corresponding TTL field. Once the TTL field expires, vehicles stop rebroadcasting the message and delete it from their memory. In this way we prevent a message from circulating indefinitely.

The most significant part of the overall design procedure is the determination of the probability function $f$. In this work, the method used to determine this function has been simulative. Our initial objective has been to determine the type of function to be utilized, and our subsequent efforts focus on tuning its parameters. The probability function, as discussed above, is required to be non-increasing. We thus consider four commonly used non-increasing candidate functions, which we evaluate using simulations in order to select the one that exhibits the best performance. The candidate functions chosen are the following:

- Gaussian-like function:

  $p = e^{-\frac{d^2}{2\sigma^2}}$  

- Step function:
\[ p = \begin{cases} 
1 & \text{if } d \leq \left( \frac{r}{9} \right) \\
0.90 & \text{if } \left( \frac{r}{9} \right) < d \leq \left( \frac{r}{4} \right) \\
0.80 & \text{if } \left( \frac{r}{4} \right) < d \leq \left( \frac{r}{2} \right) \\
0.70 & \text{if } \left( \frac{r}{2} \right) < d \leq \left( \frac{17r}{18} \right) \\
0.60 & \text{if } \left( \frac{17r}{18} \right) < d \leq \left( \frac{10r}{9} \right) \\
0.50 & \text{if } \left( \frac{10r}{9} \right) < d \leq \left( \frac{13r}{18} \right) \\
0.40 & \text{if } \left( \frac{13r}{18} \right) < d \leq \left( \frac{5r}{3} \right) \\
0.30 & \text{if } \left( \frac{5r}{3} \right) < d \leq (2r) \\
0.20 & \text{if } (2r) < d \leq \left( \frac{43r}{18} \right) \\
0.10 & \text{if } d > \left( \frac{43r}{18} \right) \\
0 & \text{if } d > \left( \frac{43r}{18} \right) 
\end{cases} \] (2)

- Linear function:
\[ p = 1 - \frac{1.3d}{3r} \] (3)

- Exponential-Like function:
\[ p = e^{-\frac{0.74}{r}} \] (4)

where \( \sigma \), \( d \) and \( r \) are design parameters. These parameters are tuned so that the candidate probability functions exhibit similar decreasing behavior as shown in figure 11.

![Figure 11: Candidate probability functions. Their parameters have been tuned to exhibit similar decreasing behavior.](image)
and a saturated freeway. It models 37 semi-actuated coordinated and fully-actuated signalized intersections, converted to fixed time operation, 1 all-way stop controlled intersection, and numerous stop-controlled driveways throughout the model. The freeway modeled includes lanes for general traffic, high-occupancy vehicle (HOV)/Bus lanes, 3 closely spaced interchanges, 6 ramp meters, and 2 collector-distributor roads. Volumes were dynamically assigned and a 52-zone origin-destination trip table was generated using the VISUM interface with the EMME2 travel demand forecast model for the local 3-city area. VISUM is a comprehensive, flexible software system for transportation planning, travel demand modeling and network data management. Once the file reached convergence, Static routes were created and Dynamic Assignment was disabled. Baseline volumes from several cordon boundaries and screenlines were calibrated within 10 percent of those from the area travel demand forecast model. The model is setup to provide travel times for several key routes, system, intersection and approach delay, intersection and approach level of service (LOS), queue length, vehicle miles traveled, and volume output.

In this road network we identify six hovering areas which are shown as circles in figure 12. We select areas having different road topologies and traffic characteristics (traffic densities, vehicles’ speeds, traffic lights etc.) in different portions of the given road network. In this way, our analysis aims to represent a large number of different realistic conditions of road networks where information hovering can be applied. Below we give a small description of each area:

- **Area A:** includes an intersection with medium traffic density.

- **Area B:** includes two intersections with medium traffic which also includes traffic lights and low vehicles’ speed.

- **Area C:** includes a section of the freeway with high traffic density and high speeds.
• Area D: shows similar characteristics to area A but is located in a different section of the road map

• Area E: includes a section of the freeway and at the same time has an intersection of two other roads

• Area F: includes an intersection and several other smaller roads with smaller traffic density

For this set of experiments we consider area A. We conduct all the simulation experiments using VISSIM.

Figure 12: Road map of the reference model used in all simulation experiments. It represents a section of the road network in the cities of Bellevue and Redmond in Washington. Hovering areas are marked as black circles.

The four candidate probability functions are integrated in the information hovering protocol described above, and the resulting schemes are evaluated in terms of the average reachability achieved and the total number of messages received by the vehicles. The average reachability
is calculated over the simulation time after which the system has settled down to its equilibrium state, meaning that the achieved reachability is almost constant. The transmission range of each vehicle is selected randomly in the range from $140m$ to $220m$ and it remains constant through the time of simulation.

The performance of the four schemes is also compared to two other protocols. These protocols can be considered as extreme cases of the class of the probabilistic hovering protocols that can be designed: epidemic routing in the entire network, which implies a probability function equal to 1, and epidemic routing in the hovering area only, which implies a probability function equal to 0. Epidemic routing in the entire network yields high reachability, at the expense of a large number of redundant messages, whereas epidemic routing in the hovering area only achieves a lower number of exchanged messages, though at the expense of reduced reachability in cases of low traffic densities.

The performance of the considered information hovering schemes is investigated in area A for different values of the traffic density. We consider traffic density values in the range 1.2 - 18.3 Vehicles$/Km^2$. We perform 9 different runs of the simulation with similar traffic density. Figure 13 shows the average number of received messages and the corresponding standard deviation values, whereas figure 14 shows the corresponding reachability values. The standard deviation when considering the number of message exchanged is relatively small. On the other hand, reachability measurements report a much larger spread. The reason for this is that the low traffic densities that must be taken into consideration yield small number of vehicles. For such small numbers any change in the number of vehicles is reflected in large percentage changes.

The results, as expected, show that the highest reachability is reported by the epidemic routing scheme, though at the expense of the highest number of exchanged messages. On the other end, epidemic routing within the hovering area and the linearly decreasing probability function report
the lowest reachability values. The remaining protocols exhibit similar reachability values close to
the one achieved by epidemic routing. From these remaining protocols, the Gaussian-like proba-
bility function reports the smallest number of exchanged messages, thus making it the probability
function of choice for the information hovering protocol to be designed [129].

Figure 13: Number of messages exchanged in area A for each of the candidate probability func-
tions.

Figure 14: Reachability achieved in area A for each of the candidate probability functions.
It is worth noting that for low traffic densities the reachability does not increase smoothly.

The reason is the very small number of vehicles in the area (2-3 vehicles) that render the results sensitive to the positions of these vehicles, which are random in nature. Depending on the positions of the vehicles, the connectivity of the vehicular network can become extremely unreliable, thus leading to low connectivity values. The phenomenon is more intense in the case of the epidemic routing in the area and in the case of the linear probability function.

Having decided on the type of function to be used, the next step is to tune the parameters of this function in order to achieve the best possible performance. The equation of the chosen Gaussian-like probability function is given by equation (1). This equation is obtained by considering a normal curve \( p = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{d^2}{2\sigma^2}} \), where the mean is equal to zero and the standard deviation is equal to \( \sigma \), which is then multiplied by a factor \( \sigma \sqrt{2\pi} \). The latter multiplication is necessary to ensure that the transmission probability on the boundary of the hovering area is equal to 1. The standard deviation \( \sigma \) is the only parameter of the function the value of which value needs to be regulated. The value of \( \sigma \) is a measure of the area in which critical message forwarding is allowed with high probability. The size of this area and, thus, the value of \( \sigma \) must be adaptively regulated based on the connectivity of the network within the hovering area. The smaller the connectivity is, the larger \( \sigma \) must be, in order to provide more message forwarding opportunities. More message forwarding opportunities enable additional paths to be explored, which in turn lead to increased connectivity and thus higher reachability. However, the connectivity within the hovering area is a difficult quantity to measure directly. Thus, the value of \( \sigma \) is adaptively regulated based on network parameters which affect the achieved connectivity, and their values are either known or estimated online. One such parameter is the transmission range of each vehicle. In this work we assume that the transmission range is constant to a value of 180 m, which is typical in vehicular ad hoc networks.
Another parameter which is known to affect network connectivity is the vehicle density within the hovering area. The higher the vehicle density is, the higher is the probability of high connectivity. Thus, a lower value of $\sigma$ suffices to guarantee high reachability and low number of exchanged messages. The exact function, mapping the vehicle density to the desired value of $\sigma$, is determined using simulations. Various vehicle density values are considered in area A, and for each vehicle density the value of $\sigma$ with the best possible performance is extracted. Despite the fact that the original simulation study is conducted in area A, the same design procedure is later applied in other hovering areas, demonstrating the robustness of the derived function with respect to changing topologies. In order to characterize the value of $\sigma$ which yields, for a particular traffic density, the best possible performance, the traffic density in area A is first set equal to $6.7 \text{ Veh/Km}^2$ and the number of received messages and the reachability achieved by the proposed information hovering protocol are recorded for a predetermined set of values of $\sigma$ in the range 0 to 405. The recorded values are shown in figure 15.

We observe a strictly increasing number of messages as the value of $\sigma$ increases. In addition, the achieved reachability also increases with increasing $\sigma$ until a critical value is reached, beyond which the reachability is almost constant attaining values close to 95%. For a particular vehicle density, this critical value of $\sigma$ is the desired one, as it achieves high reachability with the minimum possible number of exchanged messages. The existence of this critical value is a strong indication of the presence of phase transition phenomena, which are typical in the theory of percolation theory and random graphs and are also observed in VANETs in [81]. The same type of behavior is observed in other hovering areas and for different traffic density values. Figure 16 shows the achieved reachability vs the number of exchanged messages when the vehicle density in area B is set to $15 \text{ Veh/Km}^2$, a setup with very high vehicle density, whereas figure 17 shows the achieved reachability vs the number of exchanged messages when the vehicle density in area C is set to...
4.9 $Veh/Km^2$. Each point on these graphs corresponds to a particular value of $\sigma$. However, due to the strictly increasing relationship between $\sigma$ and the number of exchanged messages, higher values of exchanged messages also imply higher values of $\sigma$. We consider values of $\sigma$ in the range $0$-$405$. A value of $\sigma$ equal to zero corresponds to the application of epidemic routing in the hovering area only. We also consider the application of epidemic routing in the entire network, which corresponds to a value of sigma equal to $\infty$. The graphs indicate the existence of a critical value of $\sigma$, beyond which the achieved reachability is almost constant. Such critical density values...
are obtained for values of the traffic density in the range 2 - 16 $Veh/Km^2$ in all hovering areas depicted in figure 12.

![Figure 16: Reachability vs number of message exchanged in hovering area B, for different values of $\sigma$ when the traffic density is set to 15 $Veh/Km^2$.](image)

Figure 16: Reachability vs number of message exchanged in hovering area B, for different values of $\sigma$ when the traffic density is set to 15 $Veh/Km^2$.

![Figure 17: Reachability vs number of message exchanged in hovering area C, for different values of $\sigma$ when the traffic density is set to 4.9 $Veh/Km^2$.](image)

Figure 17: Reachability vs number of message exchanged in hovering area C, for different values of $\sigma$ when the traffic density is set to 4.9 $Veh/Km^2$.

The extracted critical $\sigma$ values vs the traffic density are shown graphically in figure 18. We observe that the relationship between the desired $\sigma$ and the vehicle density exhibits an exponentially
decreasing behavior which is similar in all hovering areas. This demonstrates that the relationship is almost independent of the considered topology, which implies that a universal $\sigma$ vs vehicle density function can be derived. We derive such a function by considering a least squares fit between the curves. The resulting function is shown graphically in figure 18. It must be noted that the proposed method is mostly effective for relatively low traffic densities within the hovering area which lead to low reachability values. In cases of high traffic density (above approximately 16veh/km2), the proposed protocol, as shown by the rebroadcast probability function of figure 18, does not rebroadcast messages outside the hovering area. This makes it equivalent to the blind flooding in the area only case and can be observed in the figure 22, where the two protocols exhibit identical behavior at the highest traffic densities considered. The information hovering protocol can thus be further enhanced by applying probabilistic flooding within the hovering area in cases of high traffic density. The switching between probabilistic flooding outside the hovering area and probabilistic flooding inside the hovering area can be done at the density where the rebroadcast probability in figure 18 first becomes equal to zero. This enhancement will be the topic of future research.

The vehicle density within the hovering area is an unknown quantity that needs to be estimated online. In the subsequent section we discuss the estimation method.
Figure 18: Critical value of sigma vs traffic density graphs in different hovering areas. We observe similar behavior in all hovering areas. The relationship used in the proposed protocol is obtained by applying a least squares fit between the curves.

### 3.4 Estimation of the Vehicle Density

The vehicle density within a confined area is a global quantity that is impossible to calculate accurately in a distributed fashion, especially in cases where the vehicular network is intermittently connected. Since in the considered scenarios the vehicular network is often partitioned, distributed algorithms must be developed to estimate the quantity online. As described in the previous section, these estimates are required by the developed information hovering protocol to calculate the rebroadcast probability outside the hovering area. The metric used in this work to estimate the vehicular density is the average number of neighbors of the vehicles residing in the hovering area. The basic question we pose is whether the vehicular density relates to the average number of neighbors in a roadway setting and how. The plethora of possible roadway topologies makes any general analysis intractable, so in this work we derive the relationship theoretically considering the simple case of two two-way straight roads crossing perpendicularly at the center of the circular hovering area, as shown in figure 19.
Our objective is to calculate the expected number of neighbors of each vehicle when the number of vehicles residing in the hovering area is equal to $n+1$. In such case the vehicle density is given by $\frac{n+1}{\pi R^2}$, where $R$ is the radius of the hovering area. We assume that at any time instant the location of each vehicle is a uniformly distributed random variable over all possible locations in the considered roadway system. Two vehicles are considered to be neighbors when they lie within their transmission range. It follows from our previous assumption that the events of any two vehicles being neighbors are independent. The event of any two vehicles being neighbors is modeled as a bernoulli trial with probability of success equal to $p$. It follows from the independence of the bernoulli trials that the number of neighbors of any vehicle is a binomially distributed random variable whose expected value is equal to $np$. So, in order to calculate the expected number of neighbors when the number of vehicles in the hovering area is equal to $n+1$, it suffices to calculate the probability $p$ of two vehicles being neighbors. We calculate this probability below.

We first define basic notations utilized in the subsequent analysis. As mentioned above, we assume that in the considered hovering area the roadways systems consist of two two-way straight-line roads intersecting perpendicularly. $I_1$ represents the point of intersection where $I_2$ up to $I_5$...
represent the edge-points on the considered roadway system as shown in figure 19. Among the
\( n + 1 \) vehicles residing in the hovering area we randomly select two, referred to as \( veh_1 \) and
\( veh_2 \). Our objective is to calculate the probability that the distance between these vehicles is less
than their transmission range \( r \), which is assumed to be constant. \( h_{i-j} \) represents the directional
roadway link between points \( I_i \) and \( I_j \). The direction of the traffic flow is from \( I_i \) to \( I_j \). We
partition the hovering area in three subareas \( A, B, C \), as shown in figure 19. Area \( A \) represents
the circular ring enclosed by the perimeters of the concentric circles with radius \( R \) and \( R - r \)
respectively. Area \( B \) represents the circular ring enclosed by the perimeters of the concentric
circles with radius \( R - r \) and \( r \) respectively. Area \( C \) represents the circle with radius \( r \). The
probability of vehicle \( veh_1 \) residing in area \( A \) is denoted by \( P^A_1 \). In a similar way we define \( P^B_1 \)
and \( P^C_1 \). Given that \( veh_1 \) lies in area \( A \), the probability that it has \( veh_2 \) as a neighbor is constant
and is denoted by \( Pn_A \). Similarly, we define \( Pn_B \) and \( Pn_C \).

Due to the areas \( A, B \) and \( C \) constituting a partition of the hovering area, the desired probability
\( p \) is given by

\[
p = P^A_1 * Pn_A + P^B_1 * Pn_B + P^C_1 * Pn_C \tag{5}
\]

Probability \( P^A_1 \) is equal to the ratio of the total road segment lying in area \( A \) over the total road
segment within the hovering area. Since the road is bidirectional, the length of the road segment
in Area \( A \) is given by \( 8r \), whereas the total length of the road segment within the hovering area is
given by \( 8R \). It follows that:

\[
P^A_1 = \frac{r}{R} \tag{6}
\]

Similarly, one can deduce that:
\[
P_B = \frac{R - 2r}{R} \quad (7) \]
\[
P_C = \frac{r}{R} \quad (8)
\]

We now calculate the probability of \( P_{nA} \). Given that \( veh_1 \) is in area A, we assume that it is located on road \( h_{1-2} \) distance \( k \) from the perimeter of the area and in this case denote by \( P_{n1-2}(k) \) the probability that \( veh_2 \) is its neighbor. \( k \) can attain values between 0 and \( r \) and so the conditional probability that \( veh_1 \) has \( veh_2 \) as its neighbor when it lies on road \( h_{1-2} \) within area A, \( P_{n1-2} \), is given by \( \frac{1}{r} \int_0^r P_{n1-2}(k) \, dk \). \( veh_2 \) will be neighbor of \( veh_1 \) in two cases: if it is located on any side of the road between \( veh_1 \) and \( I_2 \) and if it is located on any side of the road within a distance \( r \) from \( veh_1 \) in between \( veh_1 \) and \( I_1 \). The probability that the first case is valid is equal to the length of the roadway section between \( veh_1 \) and \( I_2 \) over the total length of the roadway in the hovering area, whereas the probability of the second case being valid due to its geometry is equal to \( \frac{1}{4} \). So, \( P_{n1-2}(k) \) is equal to \( \frac{2r}{8R} + \frac{2k}{8R} \) and \( P_{n1-2} \) is given by \( \frac{1}{r} \int_0^r P_{n1-2}(k) \, dk = \frac{3r}{8R} \).

Similarly, we define \( P_{n1-j} \) and \( P_{n1-j-1} \) for \( j = \{2, 3, 4, 5\} \). Moreover, we define \( P_{1-j} \) and \( P_{j-1} \) \( j = \{2, 3, 4, 5\} \) to be the probabilities that \( veh_1 \) lies in road section \( h_{1-j}, h_{j-1} \) respectively in area A. It follows that \( P_{nA} = \sum_{j=2}^5 P_{n1-j} P_{1-j} + P_{n1-2} P_{j-1} \). Due to the symmetry of the problem \( P_{n1-j} = P_{n1-j-1} \forall \ j = \{2, 3, 4, 5\} \) and \( P_{1-j} = P_{j-1} = \frac{1}{8} \forall \ j = \{2, 3, 4, 5\} \). It follows that:

\[
P_{nA} = \frac{1}{8} \ast P_{n1-2} \ast 8 = \frac{3r}{8R} \quad (9)
\]

In area B, given that \( veh_1 \) is placed on road \( h_{1-2} \), then \( veh_2 \) will be a neighbor of \( veh_1 \) if it is less than \( r \) apart from \( veh_1 \) in both directions on \( h_{1-2} \) or on road \( h_{2-1} \). In this case, \( P_{n1-2}(k) \)
is equal to \( \frac{4r}{8R} \) and \( Pn_{B-2} \) is given by \( \frac{1}{8R-2r} \int_{r}^{R-r} Pn_{B-2}(k)dk = \frac{4r}{8R} \). Using the same arguments leading to equation (9), it follows that

\[
Pn_B = \frac{1}{8} * Pn_{B-2} * 8 = \frac{r}{2R} \tag{10}
\]

Finally, when \( veh_1 \) is placed in area \( C \) on road \( h_{1-2} \), then \( veh_2 \) will be its neighbor if it lies a distance less than \( r \) from \( veh_1 \) on roads \( h_{1-2} \) and \( h_{2-1} \). In addition, assuming that \( veh_1 \) is located a distance \( k \) from intersection \( I_1 \) on road \( h_{1-2} \), then \( veh_2 \) can be a neighbor of \( veh_1 \) if it is located within a distance \( \sqrt{r^2 - k^2} \) from \( I_1 \) on roads \( h_{1-3}, h_{3-1}, h_{1-4}, h_{4-1} \). So, given that \( veh_1 \) is in area \( C \), the probability that the two vehicles are neighbors \( Pn_{C-2} \) is given by \( \frac{4r}{8R} + 4 \int_0^r \frac{\sqrt{r^2 - k^2}}{8R} dk = \frac{r}{2R} + \frac{1}{2R} \int_0^r r \sqrt{1 - \left(\frac{k}{r}\right)^2} \). By setting \( \frac{k}{r} = \sin \theta \), we get: \( Pn_{C-2} = \frac{r}{2R} + \frac{1}{2R} r \int_0^{\pi/2} \sqrt{1 - \sin^2 \theta} r \cos \theta d\theta = \frac{r}{2R} + \frac{\pi r}{8R} = \frac{4r + \pi r}{8R} \). Using the same arguments leading to equation (9), it follows that

\[
Pn_C = \frac{1}{8} * Pn_{C-2} * 8 = \frac{4r + \pi r}{8R} \tag{11}
\]

Substituting equations (6)-(11) in (5) we obtain

\[
p = \frac{r}{R} \frac{3r}{8R} + \frac{R - 2r}{R} \frac{r}{2R} + \frac{r}{R} \frac{4r + \pi r}{8R} = \frac{4Rr + \pi r^2 - r^2}{8R^2} \tag{12}
\]

which implies that the expected number of neighbors \( E[X] \), where \( X \) denotes the random variable of the number of neighbors of a vehicle in the hovering area, when the vehicle density is equal to \( \frac{n+1}{\pi R^2} \) is given by:

\[
E[X] = n \frac{4Rr + \pi r^2 - r^2}{8R^2} \tag{13}
\]
The above probability is derived using a simple model of the roadway system which consists of two intersecting roads only. In the remainder of this section we compare our theoretical findings with simulation results extracted from scenarios that relax the simplifying assumptions of our theoretical model. We observe a surprisingly good agreement between the theoretical findings and the simulation results, despite the simplicity of the theoretical model.

The reference model used in the simulation experiments is the one considered in the previous section, which is shown in figure 12. We utilize all the hovering areas (A-F) shown in figure 12. All hovering areas have identical topology, being circular with radius $R = 500m$. The roadway topologies within the hovering areas, however, differ significantly and are more complex than the topology of the theoretical model, involving a considerable number of intersecting roads. In all simulation experiments, the vehicle transmission range $r$ is set equal to 180m. In each hovering area, we consider various values for the number of vehicles residing in the area and for each number we use the simulation results to find the average number of neighbors. We compare these results with the function of equation (13), which becomes $E[X] = 0.21n$ when $R$ and $r$ are assigned the values considered in the simulation experiments.

The results are shown in figure 20. We observe very good agreement between the simulation results and our theoretical findings. This demonstrates the validity of equation (13) and that it can be successfully used in the proposed hovering scheme to accurately estimate the vehicle density within the hovering area when the average number of neighbors is known priori. But how does each vehicle obtain estimates of the average number of neighbors? Each vehicle in the hovering area maintains the following state variables: the estimate of the average number of neighbors in the hovering area ($S_t$), the number of its neighbors $n$, the number of neighbors of each of its neighbors ($H_j^t$ for the neighbor $j$), and the estimates of the average number of neighbors of each of its neighbors ($S_j^t$ for the neighbor $j$). The latter three quantities are obtained by each vehicle
by means of a beacon exchange mechanism. We also use $a$ as the learning factor of the algorithm.

The following exponentially weighted moving average like algorithm is used to update $S_t$:

$$
S_t = a \cdot \left( \frac{n + \sum_{j=1}^{n} H^j_t}{n + 1} \right) + (1 - a) \cdot \left( \frac{S_{t-1} + \sum_{j=1}^{n} S^j_{t-1}}{n + 1} \right)
$$

(14)

It must be noted that the above calculation is only conducted by vehicles within the hovering area. Outside the hovering area, when vehicles exchange neighbor update beacon messages, they also exchange their estimates of the average number of neighbors within the hovering area. Upon receiving an average neighbor value $(S^j_{t-1})$ from neighbor $j$, a vehicle updates its estimate of the average number of neighbors within the hovering area $S_t$ according to the equation:

$$
S_t = \frac{(S_{t-1} + \sum_{j=1}^{n} S^j_{t-1})}{n + 1}
$$

(15)

Updates outside the hovering area are essential. They ensure that most recent updates, which are provided by vehicles exiting the hovering area, quickly spread in the entire network, while also improving the robustness of the system with respect to erroneous measurements.
Obviously, the weighted moving like algorithm described is applied by each vehicle locally. This will result in different values of the estimation of the average number of neighbors between vehicles. Subsequently each vehicle will have a different estimation of the traffic density which will leads to a different value of $\sigma$ meaning that the Gaussian-like probabilistic function will be different. This actually works for the benefit of the proposed solution which handles efficiently the cases of having a variety of traffic densities inside a hovering area. For example, we consider a defined hovering area where there are two partitioned subareas of vehicles, one with high traffic density and one with low. Messages sent by vehicles originated from the high traffic density subarea will have lower rebroadcast probability reducing, in this way, the redundant messages exchanged. On the other hand, messages transmitted from vehicles in the lower traffic density will have higher rebroadcast probability increasing in this way its reachability.

3.5 Performance evaluation

In this section we evaluate the performance of the proposed information hovering protocol using simulations. The reference model used in all simulation experiments is drawn from the same area considered in the design procedure i.e. a section of the road network including congested arterial streets and saturated freeway in the cities of Bellevue and Redmond in Washington. However, we consider different hovering areas than the ones used in the design procedure, which are shown in figure 21 and are denoted by the letters H and G. We conduct all the simulation experiments using VISSIM. The performance metrics used are the reachability within the hovering area and the number of received messages. As discussed in previous sections, the design objective has been to achieve the highest possible reachability with the minimum number of exchanged messages.
We first conduct a comparative study in order to investigate to what extent the proposed scheme achieves its design objectives relative to other schemes that have appeared in the literature: epidemic routing in the hovering area only, epidemic routing in the entire vehicular network, and the scheme proposed in [37], which allows exchange of messages in a closed area outside the hovering area. Since the authors in [37] do not give guidelines on how to choose the size of this area, we have set the extended area to be equal in size to the hovering area. This is achieved by setting the radius of the area in which message exchange is allowed equal to $\sqrt{2}$ times the radius of the hovering area. The number of exchanged messages and the reachability reported in area H are shown in figure 22 as we increase the average number of vehicles residing in the area. We observe that for low traffic densities, the reachability achieved by the four schemes is significantly less than 100% indicating the existence of partitioned areas which prevent some vehicles to be informed of the critical message. As the vehicle density increases, both the achieved reachability and the number of exchanged messages increases. However, we observe that the proposed
adaptive probabilistic flooding scheme exhibits superior performance as it achieves high reachability values close to the ones reported by the scheme that applies epidemic routing in the entire network and low number of exchanged messages similar to the ones reported by the scheme that applies epidemic routing in the hovering area only. The proposed scheme thus gets the best of the two aforementioned schemes. The extended hovering area approach is successful in achieving low number of exchanged messages, at the expense, however, of low reachability values. Similar results are obtained in area G and are shown in figure 23. This demonstrates the ability of the proposed scheme to work effectively in various hovering areas with different road topologies and traffic characteristics.
Figure 22: Comparison of the proposed adaptive probabilistic scheme with other hovering schemes in terms of the reachability achieved and the number of messages exchanged in area $H$, for different average number of vehicles in the area.
Figure 23: Comparison of the proposed adaptive probabilistic scheme with other hovering schemes in terms of the reachability achieved and the number of messages exchanged in area $G$, for different average number of vehicles in the area.
The next set of experiments aims at investigating the effect of the estimation algorithm on the performance of the proposed information hovering protocol. How would the hovering protocol perform, had we known the actual vehicle density within the hovering area and to what extent, would this performance be compromised when the actual values are replaced by estimates generated by the estimation algorithm proposed in the previous section?

Towards this end we consider an information hovering protocol that assumes the vehicle density within the hovering to be known and utilizes the known density value to tune the parameter $\sigma$ of the rebroadcast probability function according to the function depicted on figure 18. We compare the performance of this protocol with the performance of the proposed information hovering protocol, which replaces the unknown density values with estimates generated online. Simulation experiments are conducted in both areas G and H and the results are summarized in figure 24 and in figure 25. The figures show the number of exchanged messages and the reachability achieved by the two protocols as we increase the vehicle density. The simulation results indicate that the two protocols exhibit similar behavior, demonstrating that the estimation algorithm does not compromise the performance of the information hovering which could be achieved, had the vehicle density values be known. The estimation algorithm is thus shown to be successful in generating accurate enough estimates of the unknown vehicle density.
Figure 24: Comparison of the proposed hovering scheme using the vehicle density estimation of equation (13), with a protocol that assumes the vehicle density within the hovering area to be known. The comparison is made in terms of the reachability achieved and the number of messages exchanged in area H for different average number of vehicles in the area.
Figure 25: Comparison of the proposed hovering scheme using the vehicle density estimation of equation (13) with a protocol which assumes the vehicle density within the hovering area to be known. The comparison is made in terms of the reachability achieved and the number of messages exchanged in area G for different average number of vehicles in the area.
The information hovering protocol developed in this work attempts to solve the problem of low reachability in cases of low traffic density, by allowing controlled exchange of messages outside the hovering area. The latter is achieved by employing the idea of probabilistic flooding outside the hovering area. A unique feature of the protocol is that it is adaptive, in the sense that the rebroadcast probability is regulated based on estimates of vehicle density calculated online. The information hovering protocol proposed in [37] is based on a different approach, which allows message exchange in a restricted area outside the hovering area. As shown earlier in this section, the information hovering protocol proposed in this work outperforms the protocol proposed in [37] when the size of the restricted area is fixed. The issue now, however, is how the two approaches would compare had the size of the restricted area been adaptively regulated based on the vehicle density. The idea of adaptively regulating the area in which message exchange is allowed, based on estimates of the vehicle density, has been briefly discussed in [37]. However, no guidelines have been given on how to design the estimation algorithm and how to use the estimates that it generates to regulate the size of the area. In this section, we modify the algorithm proposed in [37] to make it adaptive, and we compare it with the proposed scheme. In order to render the algorithm proposed in [37] adaptive, we use similar ideas and almost the same design procedure used to design the proposed information hovering protocol.

We consider 12 different configurations of the protocol that applies epidemic routing in an extended circular area encompassing the hovering area itself. The hovering area is also circular with radius R. The protocol differs in the size of the extended area. One implementation applies epidemic routing in the hovering area only, while the radius of the extended area of the rest of the implementations differs by 0.2R. For a particular traffic density in a specific hovering area we compare the performance of the 12 implementations and we choose the one which exhibits superior performance in the sense that it reports high reachability with the smallest possible number of
exchanged messages. The radius of the extended area of this implementation is referred to as the critical radius. We repeat the same procedure for different traffic densities and different hovering areas, and the resulting critical radius obtained are shown graphically in figure 26. Similar to the critical sigma curve of figure 18, the critical radius curve exhibits an exponentially decreasing pattern as the vehicle density increases. This pattern does not vary significantly in each hovering area, indicating that a universal curve may be obtained that is independent of the chosen road topology. Such a curve is extracted by applying a least squares fit between the curves of figure 26. The least squares fit curve is also shown on the same diagram. Each vehicle estimates the vehicle density within the hovering area utilizing the methodology described in the previous section and uses the least squares curve to calculate the radius of the area in which message exchange is allowed. Upon receiving a relevant message, each vehicle decides to rebroadcast the message if it lies within the calculated extended area.

![Figure 26: Percentage increase of the critical radius relative to the radius of the hovering area vs traffic density graphs in different hovering areas. We observe similar behavior in all hovering areas. The relationship used in the adaptive version of the protocol proposed in [37] is obtained by applying a least squares fit between the curves.](image)
The proposed information hovering protocol and the adaptive version of the protocol proposed in [37] are compared using simulations in areas G and H.

Similar to the adaptive probabilistic flooding approach, the traffic density is estimated locally by each vehicle using the weighted moving average-like algorithm, as described earlier. This means that each vehicle might come up with a different value for the extended hovering area which improves performance in cases of traffic density variations within the hovering area.

The simulation results for each area are shown in figure 27 and in figure 28 respectively. We observe almost identical behavior, indicating that any of the two approaches can be used to satisfy the posed design objectives. Thus, our contribution goes beyond the proposal of a specific information hovering protocol, but extends to the introduction of a design procedure that can be used to design a class of density adaptive hovering protocols.

It worth noting that the extended area solution is simpler to implement than probabilistic flooding. The two solutions have similar complexity when calculating the critical value of $\sigma$ and the critical radius respectively. However, probabilistic flooding employs a parameterized Gaussian function to calculate the rebroadcast probability based on the distance from the hovering area. In addition, it uses a random generator to decide whether to retransmit or not. These introduce additional complexity relative to the extended area solution, which merely checks whether a vehicle’s location lies in the extended area dictated by the critical radius to decide whether to rebroadcast or not.
Figure 27: Comparison of the proposed adaptive probabilistic flooding hovering scheme with the adaptive version of the hovering protocol proposed in [37]. The comparison is made in terms of the reachability achieved and the number of messages exchanged in area H for different average number of vehicles in the area.
Figure 28: Comparison of the proposed adaptive probabilistic flooding hovering scheme with the adaptive version of the hovering protocol proposed in [37]. The comparison is made in terms of the reachability achieved and the number of messages exchanged in area G for different average number of vehicles in the area.
The analysis presented in this chapter is based on a fixed circular hovering area with radius equal to 500m. The specific size can be considered adequate for a number of applications including warning messages generated by car accidents, road constructions and collision avoidance, and also for non-safety applications such as advertisements, available pharmacies, gas prices of local petrol stations etc. However, other hovering area sizes may be considered in practice and so we examine the robustness of the proposed algorithm with respect to the size of the hovering area.

In particular, we examine the performance of the proposed scheme for circular hovering area sizes whose radius attains values in the range 400m to 750m in steps of 50m. The performance is evaluated in terms of the reachability achieved and the number of messages exchanged. For each hovering area the proposed scheme is compared with the performance of three other candidate protocols: blind flooding scheme in the entire network, blind flooding in the hovering area only and blind flooding in an extended area beyond the hovering area. In all simulation experiments the traffic density is in fairly constant in the range 5 - 8 vehicles per $km^2$. The simulation results are summarized in figure 29.
Figure 29: Comparison of the four techniques achieving information hovering. The comparison is made in terms of the reachability achieved and the number of messages exchanged in area A for different values of the radius of the circular hovering area.
The results indicate that for all hovering area sizes, the proposed scheme achieves high reachability values comparable to the ones of blind flooding in the entire network. In addition, it manages to significantly reduce the number of messages exchanged. The other schemes can further reduce the number of exchanged messages, at the expense, however, of lower reachability values at small hovering areas. Since high reachability is critical, the proposed adaptive probabilistic scheme can be considered to exhibit superior performance for these hovering areas. It must be noted that for large hovering areas the proposed scheme continues to perform well. However, it can be outperformed by the extended area approach, which can further reduce the number of exchanged messages. The reason for this is that, as the hovering size increases the simulation model (which is restricted in total size), it does not allow the proposed scheme to explore all the potential paths that could lead to increased reachability. So, had the simulation model been larger it would have demonstrated the superiority of the proposed scheme.

3.6 Conclusions and Sum Up

In this chapter we address the Information Hovering problem in VANETs. The problem naturally applies in many applications where useful information needs to be made available to all vehicles within a confined geographical area for a specific time interval. Similar to many problems in VANETs, the performance of the information hovering protocol is affected by the traffic density of the considered transportation network. In cases of low traffic density, partitioned uninformed areas may lead to low reachability. In this work, we propose a novel scheme that overcomes this problem by applying probabilistic flooding outside the hovering area based on a probability function using simulation among a number of candidate implementations. Informed vehicles outside the area can make use of possible paths that may inform vehicles in partitioned areas of the hovering area leading to high reachability. Rebroadcast probability outside the hovering area is adaptively
regulated based on estimates of the vehicle density within the hovering area. The estimation of
the vehicle density is based on an analytically derived function. Simulation results indicate that
the proposed protocol is successful in satisfying its design objectives and that it outperforms other
candidate hovering protocols appearing in the literature. We also demonstrate that our contribu-
tion goes beyond the proposed information hovering protocol and extends to the introduction of a
design procedure that can be used to design a class of density adaptive hovering protocols. Finally,
we check the robustness of our proposed solution on different sizes of hovering area. The results
indicate that our traffic adaptive probabilistic flooding achieves high reachability with a reduced
number of messages exchanged.
Chapter 4

Information Hovering: A New Approach for Performance

Acceleration of Wireless Push Systems

4.1 Introduction

Ubiquitous inter-networking has enabled access to an ever-growing amount of data by a steadily increasing number of clients. As the client-base expands, similarities in user preferences become more noticeable. Data broadcasting offers a comprehensive way of exploiting this fact, enabling the realization of efficient, bandwidth preserving dissemination schemes. Broadcast scheduling, the process of serializing the data delivery in an optimal way, constitutes a well-founded field with every-day applications, such as television, radio and teletext scheduling. While broadcasting favors wireless transmission, it has been incorporated successfully in wired scenarios as well. Well known applications include broadcasting for data availability advertisement and cache scheduling in named content networking [51].

Wireless data broadcast scheduling typically assumes a single frequency or cellular network, which covers a densely populated area. The clients therein are assumed to be interested in a common set of discrete data items. Each item is associated with a request probability and a size
measured in bytes. While each item’s size is static and given, its request probability varies with time. In order to approximate the probability distribution of the items, the clients are usually required to provide some lightweight feedback regarding their preferences, either explicitly or indirectly. In [86], for example, the clients are required to emit a single pulse upon reception of a wanted item. The aggregate received power level is then mapped to the probability distribution by a learning automaton [91]. Once the item probabilities become known, a central authority creates a broadcast schedule that optimizes a given criterion. Examples are the minimization of the mean waiting time in [117] and of the mean incurred impatience in [97]. The schedule is transmitted over the covered area, and the clients retrieve needed data items in a streaming fashion.

While wireless broadcasting offers perfect scalability in terms of served clients, its performance does not scale as well with the increase of the amount of data. Furthermore, broadcast systems with large spatial coverage are typically assigned narrow bands in low frequencies. For example, according to [115], channel 2 for national TV broadcast in the U.S. is assigned a 6MHz band starting at 54MHz, while the amateur zone at 2.4GHz is assigned a band of 17MHz. In addition, the achievable mean waiting time in a broadcasting system is known to have an analytical lower bound [117]. The emerging challenge can be expressed as follows:

Is it possible to improve the performance of a wireless broadcast system via architectural modifications or client networking?

Architectural modifications include the deployment of multiple, spatially distributed broadcast systems, each one handling a subset of the original data [86]. In a similar fashion, data subsets can be assigned to different frequency channels, as in [133]. Client networking has been proposed as another alternative. In this case, data items are retrieved via collaborative caching and P2P networking [66, 77, 134]. Architectural modifications and client networking typically imply backbone and client device upgrades, extra bandwidth or strict locality of demand. With the
utilization of the Information Hovering scheme proposed in [128], users entering or present in this location have rapid access to the hovered data. Due to its simplicity, information hovering constitutes a viable, cost effective alternative over classic P2P networking.

In this chapter we present a novel collaborative scheme between centralized wireless broadcasting and user networking (information hovering) [72]. Previous state-of-the-art works have treated user networking simply as a means of extending the coverage of wireless access points [134]. In [66] this concept is repeated and network coding at symbol level is employed for boosting the throughput of the users’ network. In contrast, our work [72] proposes parallel data dissemination through centralized, optimal broadcasting and through user networking (information hovering) at the same time. Thus, a two-tier architecture is formed: at tier 1 (broadcasting) data is disseminated through optimal periodic scheduling. The scheduling considers time-variant data content and user preferences. At tier 2 data with locality of demand are hovered around time-variant anchoring points. A user inside the hovering zone can then retrieve the information needed before its next scheduled broadcast (tier 1). Data dissemination load can be freely shared between the centralized broadcasting and the hovering, following a pull-push balancing model. As an additional contribution, the classic balancing method of “optimal cut-off point” [31] is shown to produce suboptimal results. The analytically optimal alternative is also presented.

4.2 The Proposed Collaborative Scheme

The goal of the present study is the collaborative data dissemination through broadcasting and information hovering. The methodology consists of the following steps:

- Represent the collaboration as a push/pull balancing problem. Then, define analytically the load of data to be handled by the hovering system, minimizing the mean waiting time of the
broadcasting system. It is assumed that the time required to answer a query via pull is trivial compared to the push alternative.

- The hovering system must be notified of the data it should handle. Therefore, a signaling protocol between the broadcasting and the hovering systems is presented. These steps are studied in paragraphs 4.2-A (*Load Sharing*) and 4.2-B (*Collaboration between subsystems*) respectively.

**Notation and standard assumptions**

We assume a set of $N$ data items arbitrarily indexed by $i = 1...N$. Each item $i$ is associated with its size $l_i$ (in bytes) and its request probability $p_i$. Therefore, it holds that $\sum_{i=1}^{N} p_i = 1$.

No assumptions are made concerning the nature of a data item during the analysis. In accordance with the related work on scheduling [2, 26, 68, 69, 70, 71, 86, 87, 97, 117, 132, 133], an item is simply a piece of information a client may acquire through a single query. During the simulations of paragraph 4.3, items are specialized to carry information about traffic, parking availability and road conditions in VANETs covering an urban area. It is clarified that, in push-based broadcast scheduling, the term “client query” does not imply posting a request to a server, but rather waiting for the broadcast of a specific item.

According to [117], the minimum mean waiting time of a stand-alone, push-based broadcast system is given by:

$$ W = \frac{\left(\sum_{i=1}^{N} \sqrt{p_i \cdot l_i}\right)^2}{2} $$

(16)

Notice that $\overline{W}$ does not depend on the number of clients [117]. This bound is achievable in practice, as shown in [69, 117]. Finally, it is noted that broadcast scheduling and information hovering are application-layer techniques, independent of the underlying physical implementation.
parameters. This is a standard assumption, in accordance with [2, 26, 58, 68, 69, 70, 71, 86, 87, 97, 117, 128, 132, 133]. The reader is referred to [65, 126] for exemplary studies regarding physical aspects of digital content dissemination via broadcasting and P2P networking respectively.

A. Load sharing

Load sharing between hovering and broadcasting implies a probabilistic approach. Push-based broadcasting assumes per item request probabilities (see equation (16)). In addition, a hovering scheme can disseminate a data item with a certain success probability, which depends on the number of clients participating in the hovering process [129]. A query posed by a mobile client will be answered by listening to the broadcast schedule, unless the hovering supplies the needed item sooner. This configuration calls for a probabilistic pull/push balancing model, which is illustrated in figure 30. The goal is to define the optimal percentage of queries that should be answered successfully by the hovering scheme.

Figure 30: Illustration of the proposed load sharing between the broadcasting and the hovering systems. In a total of $Q$ queries, $p_i \cdot Q$ refer to item $i$. A percentage $h_i \in [0, 1]$ of these are addressed by the hovering system, while the remaining are answered via the broadcasting.
The optimality refers to *minimizing the lower bound expressed by equation (16) for a given strain on the hovering system*.

The minimization of equation (16) expresses the fact that, since certain items may be available through external sources (i.e. hovering), their broadcast frequency can be lowered. Thus, more “air time” becomes available to other items. Notice that equation (16) regards item request probabilities and sizes only. This means that the broadcast scheduling authority must alter the original probability distribution $p_i$ by offloading items to the hovering system, in order for the mean waiting time $\bar{W}$ to be lowered.

The proposed load sharing cannot occur regardless of the imposed strain on the hovering system. Indeed, one could require that all clients hover all available data items with perfect efficiency. This would effectively nullify equation (16) in theory, but would imply that each mobile client had vast memory, processing power and available bandwidth. It is therefore logical to make the load sharing tunable in terms of imposed strain. Since a query for item $i$ receives a reply of size $l_i$, the strain can be expressed as the mean amount of pulled data $\bar{B}$:

$$
\bar{B} = \sum_{\forall i: \{0 < h_i < 1\}} p_i \cdot h_i \cdot l_i
$$

where $h_i \in [0, 1]$ denotes the percentage of queries for item $i$ that are addressed by the hovering system. An expression involving only the rate of pull queries is also introduced:

$$
\bar{B}_u = \sum_{\forall i: \{0 < h_i < 1\}} p_i \cdot h_i, \bar{B}_u \in [0, 1]
$$

The goal of the study can be defined as follows: *given a desired total strain $\bar{B}$*, where should hovering occur and with what efficiency (i.e. define optimal values for $h_i$, $i = 1...N$, $h_i \in [0, 1]$) in order to minimize the mean waiting time of the clients (equation (16))?
We assume that hovering occurs instantaneously and intermediate transient phenomena are negligible. With these remarks in mind, the analysis is initiated by assuming two discrete states:

STATE 1: The starting state, in which the item request probabilities are unaltered: \( p_i^{(1)} = p_i, \forall i \). This state corresponds to total absence of hovering not initiated yet. In this phase the broadcast system assumes the total data dissemination load.

STATE 2: The ending state, in which:

\[
\begin{align*}
& p_I^{(2)} \to 1 \\
& p_i^{(2)} \to 0, i \neq I
\end{align*}
\]  

(19)

In other words, this state represents the extreme case where hovering has assumed most of the dissemination load, handling all data items but item \( I \). Notice that one could had also considered the total absence of broadcasting as the ending state. However, this would entail that the central broadcasting infrastructure has stopped functioning, for no apparent reason. In other words, the final load attributed to broadcasting can be minimal, but a null value would yield inefficient use of resources and therefore bad overall design. However, the results of the analysis remain unaltered in any case.

We proceed to introduce a set of \( N \) continuous variational flows \( p_i(t), t \in [0, T], i = 1...N \), which fulfill the conditions:

\[
\begin{align*}
p_i(0) &= p_i^{(1)} \\
p_i(T) &= p_i^{(2)}
\end{align*}
\]  

(20)

In this sense, expression 16 can also be rewritten as a function of the flow control variable \( t \), by simply substituting \( p_i \) with \( p_i(t) \). The same applies to 17 and 18 when substituting
The notation $\overline{W}(t)$, $\overline{B}(t)$ and $\overline{B}_u(t)$ corresponds to this expression. The goal is to define the flows $p_i(t)$, $i = 1...N$ which minimize $\overline{W}(t)$ for any give $t \in [0, T]$.

**Lemma 1.** The continuous flows $p_i(t)$, $i = 1...N$ which minimize $\overline{W}(t)$, with regards to the chosen item $I$ of STATE 2, are linear functions of $\overline{B}_u(t)$:

$$p_i(t) = p_i^{(1)} + \overline{B}_u(t), i = I, 0 \leq t \leq T$$

(21)

$$p_i(t) = \begin{cases} 
  p_i^{(1)}, & 0 \leq t \leq T \\
  p_i^{(1)} - \overline{B}_u(t), & t_0 \leq t \leq t_1, i \neq I \\
  p_i^{(2)}, & t_1 \leq t \leq T 
\end{cases}$$

(22)

where $t_0 : \sum_{j \in O^*_i} p_j^{(1)} = \overline{B}_u(t_0)$, $t_1 : \sum_{j \in O^*_i} p_j^{(1)} = \overline{B}_u(t_1)$ and $\overline{B}_u(T) = 1 - p_I^{(1)}$. $O^*_i$ denotes the ordering of all items but $I$ by ascending $\frac{1}{p_i^{(1)}}$ ratio, up to (but without) item $i$. $O_i$ denotes the corresponding inclusive ordering.

**Proof:** Assume an appropriately small interval $\Delta t \rightarrow 0^+$ for which it holds that

$$p_i(t) = p_i(0) + \frac{dp_i}{dt} \bigg|_{t=0} \cdot \Delta t, t \in [0, \Delta t], i = 1...N$$

(23)

For brevity, the notation $d_i = \frac{dp_i}{dt} \bigg|_{t=0}$ will be employed. Since $\sum_{i=1}^{N} p_i(t) = 1, \forall t$, it is derived from (23) that

$$\sum_{i=1}^{N} d_i = 0$$

(24)
Furthermore, assume that in this first infinitesimal step $t \in [0, \Delta t]$, the chosen flow $I$ (referring to the sole data item in STATE 2) increases while the rest decrease:

$$d_I \geq 0 \text{ and } d_i \leq 0, \forall i \neq I$$

(25)

Up to this point the flow control parameter $t$ was an auxiliary variable bounded in an arbitrary range $[0, T]$ and deprived of any physical meaning. We will now proceed to assign a specific physical context to variable $t$. From this point on, $t$ will express the normalized strain imposed on the hovering subsystem and will be a synonym to the $Bu \in [0, 1]$ metric. Therefore, $\Delta t$ expresses the increase of the total rate of pulled items. Consequently:

$$\Delta t = - \sum_{i \neq I} d_i \cdot \Delta t \iff \sum_{i \neq I} d_i = 1$$

(26)

In other words, the increase in the rate of pulled items is equal (by absolute value) to the decrease in the rate of pushed items. From (24) and (26) we deduce that:

$$d_I = 1$$

(27)

Next, we calculate $\frac{dW}{dt}$, $t \in [0, \Delta t]$ with regard to equations (23):

$$\frac{dW}{dt} = \sum_{i=1}^{N} \frac{d_i \cdot \sqrt{l_i}}{2 \cdot \sqrt{p_i(0) + d_i \cdot \Delta t}}$$

(28)

The goal is to make $W$ reduced as fast as possible, i.e. to find the $d_i, i \neq I$ values which minimize (28). Consider the ordering $O_i$ of all items by ascending $\frac{p_i}{l_i}$ ratio, an arbitrary item $k$ in the ordering of which it holds:
Let $d_k = -1$, $d_i = 0 \forall i \neq k, I$. The derivative (28) then yields the value:

$$V = \frac{\sqrt{t_I}}{2 \cdot \sqrt{p_I(0) + \Delta t}} - \frac{\sqrt{t_k}}{2 \cdot \sqrt{p_k(0) - \Delta t}}$$

(30)

We will prove through reduction that $\frac{dW}{dt} \geq V$, for any $d_i, i \neq I$ values abiding by the statement (25):

$$\frac{dW}{dt} \geq V \iff \sum_{i=1}^{N} \frac{d_i \cdot \sqrt{t_i}}{2 \cdot \sqrt{p_i(0) + \Delta t}} \geq \ldots$$

$$\ldots \frac{\sqrt{t_i}}{2 \cdot \sqrt{p_i(0) + \Delta t}} - \frac{\sqrt{t_k}}{2 \cdot \sqrt{p_k(0) - \Delta t}} \iff$$

$$\sum_{i \neq I} \frac{d_i \cdot \sqrt{t_i}}{2 \cdot \sqrt{p_i(0) + \Delta t}} \geq - \frac{\sqrt{t_k}}{2 \cdot \sqrt{p_k(0) - \Delta t}} \iff$$

$$\text{via (25)} : \sum_{i \neq I} \frac{d_i \cdot \sqrt{t_i}}{2 \cdot \sqrt{p_i(0) + \Delta t}} \geq \left( \sum_{i \neq I} d_i \right) \frac{\sqrt{t_k}}{2 \cdot \sqrt{p_k(0) - \Delta t}} \iff$$

$$\text{via } \Delta t \rightarrow 0 : \sum_{i \neq I} \frac{d_i}{2} (\sqrt{\frac{l_i}{p_i(0)}} - \sqrt{\frac{l_k}{p_k(0)}}) \geq 0$$

(32)

which holds always, because of (24) and (29). Therefore, $\frac{dW}{dt} \geq V$ for any $d_i, i \neq I$, QED.

Notice that the best possible values ($d_I = 1$ and $d_k = -1$, $d_i = 0, i \neq k, I$) do not present any dependence on $t$, reminding that $t$ expresses the normalized hovering strain. Therefore, we proceed to the next infinitesimal $\Delta t$ step and repeat the process (continuity assumption).

Observe that the place of $k$ in the $\frac{l}{p}$ ordering remains unchanged. Repeat the process until $p_k = 0$, i.e until $t = p_k(0)$. At that point, consider that the original set of $N$ items has been reduced to $N - 1$, i.e. the now improbable item $k$ has been removed. Name this state
as STATE 1 and repeat the proof recursively until only item $I$ remains. This concludes the proof of Lemma 1.

Notice that the flows defined in Lemma 1 can be directly expressed as functions of $\mathcal{B}_u$ only, discarding the redundant variable $t$. This was expected, since $t$ was introduced only for facilitating the analysis. For the remainder of this work, the expression of flows will follow this convention.

Lemma 1 refers to flows with respect to the chosen item $I$ of STATE 2. For a given strain $\mathcal{B}_u$ we examine all possible values of $I = 1\ldots N$ and keep the one which produces the lowest mean waiting time (16). This optimal value, $I^{opt}$, corresponds to optimal flows, which will be denoted as $p_i^{opt}(\mathcal{B}_u)$. Concerning the optimal rate $h_i^{opt}(\mathcal{B}_u) \cdot p_i^{(1)}$ of queries that should be answered via pulling (see figure 30), it holds that:

$$h_i^{opt}(\mathcal{B}_u) \cdot p_i^{(1)} = p_i^{(1)} - p_i^{opt}(\mathcal{B}_u)$$

Equation (33) essentially states that for each item $i$, the queries answered via the hovering are equal to the total number of queries for item $i$, minus the ones answered via the centralized broadcasting. Finally, solving (33) for $h_i^{opt}$ yields:

$$h_i^{opt}(\mathcal{B}_u) = 1 - \frac{p_i^{opt}(\mathcal{B}_u)}{p_i^{(1)}}, \forall i : \{p_i^{opt}(\mathcal{B}_u) \leq p_i^{(1)}\}$$

which expresses the required hovering efficiency for data items $i = 1\ldots N$ and, assuming locality of demand, at site $i = 1\ldots N$ which minimizes the client mean serving time, given a desired strain $\mathcal{B}_u$.

As a closing remark, Lemma 1 states that the normalized strain $\mathcal{B}_u$ affects the $p_i(t)$ quantities of equation (22) according to the $O_i^*$ ordering in a serial manner. Starting from STATE
1, the initial increase of $B_u$ will affect the first (e.g. $k$-indexed) item of the ordering until $p_k(B_u) = p_k^{(2)}$, then the second item, and so on. From equations (17) and (18) it is easily seen that, for any item $k$ that is the sole one currently affected in the ordering, it holds:

$$\frac{\partial B}{\partial (p_k h_k)} = l_k, \quad \frac{\partial B_u}{\partial (p_k h_k)} = 1 \Rightarrow \frac{\partial B}{\partial B_u} = l_k > 0$$ \hspace{1cm} (35)

Equation (35) states that the relation between $B$ and $B_u$ is strictly increasing, and therefore 1-1. Any value of $B$ can thus be converted to one unique, corresponding $B_u$ value, and vice versa. The conversion is straightforward, since the quantities $p_i$, $l_i$ of equations (17) and (18) are static and known, and $h_i$ are calculated through equation (34). Therefore, the real strain, $B$, and its normalized version, $B_u$, are interchangeable in all equations. For the sake of proper presentation we will assume the $B_u$ format, since it is always bounded in $[0, 1]$ regardless of the data item sizes.

B. Collaboration between subsystems

The preceding analysis considered the generic case of hybrid (pull/push) data dissemination. The conclusions of Lemma 1 and equation (34) are adapted to the case of collaboration between broadcasting and hovering as follows.

When initiating operation, the broadcast scheduling authority is unaware of the per item preferences. The request probability distribution of the items is approximated through an adaptation procedure, which has been analyzed in detail in [67, 86]. As discussed in [86], upon reception of a desired item, a client emits a single pulse designating content approval. The learning automaton [91] of [86] processes the aggregate feedback from all clients in real-time and re-approximates the popularity distribution of the data items. There are no distinct cycles of adaptation and subsequent rescheduling. The employed scheme of [86]
schedules the broadcast of the items based on their attributes (size $l_i$, approximate popularity $p_i$) and the time interval passed since their last broadcast ($T_i$). Before each broadcast the following array is constructed:

$$R_i = T_i^2 \cdot \frac{p_i}{l_i}, i = 1...N$$ (36)

The item $i$ that produces the maximum $R_i$ entry is broadcasted and the current timeslot is marked as its last broadcast time moment. The $p_i$ values are renewed by the learning automaton upon the reception of new feedback. Notice that neither the number of items nor their content are static. As in [86], when new items are added their corresponding $T_i$ values are set to the current time slot, while their initially assumed request probability $p_i$ is set to the median of the existing probability distribution. Normalization is applied to ensure that the sum of the approximate probability distribution is equal to one. The scheduling authority may also update the content referring to the geographical site $i$, changing its size $l_i$, or remove an item entirely. The procedure is repeated and the automaton converges to the real probability distribution.

The number of users and the influence of its variations on the convergence of the adaptation has been studied in [117]. It was proven that for large user sets all clients can be collectively handled as a simple Gaussian process. This outcome, which is expected due to the central limit theorem, typically holds in VANETs, since they typically contain a large number of users. Consequently, [117] showed that their actual number is irrelevant, as long as the popularity of each data item becomes known. The latter is the case of the present study.

The scheduling authority initiates or terminates information hovering through broadcast signals. These broadcast signals indicate the coordinates of the center of the Hovering
Area \((X,Y)\), the radius, and also the TTL. Upon successful convergence of the adaptation process, the scheduling authority proceeds to calculate the \(h_i^{opt}(B_u)\) and \(p_i^{opt}(B_u)\) values via equation (25) and Lemma 1, for a given strain \(B_u\). The value \(h_i^{opt}(B_u)\) expresses the efficiency with which the hovering subsystem should handle queries for item \(i\). As shown in [129] however, this efficiency is a function of the percentage of clients \((H_i)\) contributing in the hovering process:

\[
h_i = f(H_i) \tag{37}
\]

As in [129], the form of the function \(f(\cdot)\) depends on the covered area, the hovering range, the employed routing protocol and the mean density of vehicles. Since these parameters can be assumed to be known, the scheduling authority can calculate the optimal percentage of clients, \(H_i^{opt}\) that should contribute to the hovering of item \(i\), in order to achieve an efficiency of \(h_i^{opt}(B_u)\). The values \(H_i^{opt}, i = 1 \ldots N\) are then broadcast in a single package to all clients. For each entry \(i\), a client flips a weighted coin with \(H_i^{opt}\) probability of contributing to the hovering of item \(i\). The successful clients initiate the hovering process. Hovering termination occurs with the broadcast of a specific message from the central authority, at any appropriate situation (e.g. item replenishment or invalidation). Finally, the scheduling authority re-adapts the broadcast schedule to comply with the \(p_i^{opt}(B_u)\) probabilities.

Notice that precise knowledge of equation (37) is not crucial to the system operation. Hovering can easily achieve 100% efficiency [129] in almost any case. If (37) is imprecise, the learning automaton will converge to a point that is either below or above the expected value of the mean waiting time (equation (16)). The scheduling authority can then simply increase or decrease the strain in order to get the desired result.
4.3 Simulation

The procedure described in Section 4.2 is validated through simulation in a VANET environment. The proposed scheme is compared to the CodeON [66] and CodeTorrent [63] approaches, in terms of mean client waiting time and user satisfaction [134]. The transient phenomena of P2P network establishment and efficiency, as well as the adaptive capabilities of the feedback mechanism are addressed. All simulations were performed using the VISSIM software package. The implementation of the network coding technique of [63, 66] was based on the freely available source code of [35].

4.3.1 A. Simulation Setup and Results

The simulated VANETs refers to the Bellevue and Redmond area in Washington, depicted in figure 31 (same area as in figure 12). The dimensions of the area are 4.5 x 2.5 Km. At any given moment, approximately 3,000 vehicles (clients) roam the arterial streets and the freeway, their exact number being time-variant. The speed of each vehicle varies indicatively from 20 km/h to 80 Km/h. The relation between the $H_i$ and $h_i$ parameters is obtained statistically from [129] as:

$$h_i = \begin{cases} 
-2556 \cdot H_i^2 + 101.8 \cdot H_i, & H_i \in [0\%, 2.2\%] \\
1, & H_i \in [2.2\%, 100\%]
\end{cases}$$

(38)

In all tests, a central broadcasting system is assumed to cover the studied area, enabling every vehicle to retrieve data from the broadcast stream with a guaranteed rate of 25 KBps. Notice that typical choices for physical implementation of the broadcast system (3G, DVB/H) supply bitrates well beyond 2-5 Mbps [60]. However, we choose this particularly low value to make up for the global coverage and bitrate guarantee assumptions. Finally, the probability of successful retrieval of data from the broadcast stream and correct client feedback reception is set to 0.95.
Figure 31: The simulated VANET area of Bellevue and Redmond, Washington, as depicted in Google Maps (Coordinates: 47.626413, -122.149944). A number of events (dots) regarding traffic, road condition and parking availability are selected. Information on these events is disseminated via broadcasting (global coverage) and hovering around the corresponding locations.

Concerning the physical attributes of the P2P networking, we assume that each vehicle has a varying transmission range of $180 \pm 40$ m. The range is randomized prior to any transmission. Inside this range, and assuming MAC-layer clearance, the probability of successful data reception is $0.95$. In all cases we adopt the MAC protocol of the 802.11 specification. Carrier sensing simulation is based on the two-ray ground propagation model. The reader is directed to the NS-2 [111] implementation of the 802.11 specification for the definition of additional attributes. The Rx/Tx rate of each client is $11Mbps$.

Regarding the nature of the data items and their geographical sites, we assume $N$ random anchoring points on the terrain of Figure 32. P2P networking occurs inside a radius of $500$m around each point. Each site $i = 1 \ldots N$ (arbitrarily indexed) defined in this way is associated with a piece of information with size $l_i \in [1, 50]$ $Kbytes$. This emulates a typical web page that contains
Figure 32: Performance of the learning automaton-based adaptation technique, which is used for approximating the time-variant popularity of a dynamically formed data set. Random changes are set to occur in the cardinality of the studied data set and the popularity and size of the contained items. Even in the worst-case scenario (no content correlation between successive data set updates), the automaton adapts optimally in 50 - 250 sec.

tweets on all local events of interest. Each site \(i\), and therefore each associated data item, has a time-variant popularity among the clients, \(p_i \in [0, 1]\), which is defined as the portion of the total clients interested in site \(i\). For simplicity, each client may have only one request pending at any given time. Therefore, \(\sum_{i=1}^{N} p_i = 1\).

In order to emulate locality of demand conditions, the data requests are assigned to the clients in a way that follows a Gaussian distribution around the anchoring point. When \(p_i \to 1\), clients on the terrain are interested in site \(i\), regardless of their current position. When \(p_i \to 0\), 99.7\% of the interested clients (three standard deviations) are already inside the P2P site. Intermediate values are set proportionally. In order to generate requests and assign them to clients, we set the site popularity distribution \(p_i\) according to the ZIPF distribution [94]. The skewness of this distribution is regulated through a single parameter, \(\theta \in [0, \infty)\). When \(\theta = 0\), the distribution is flat and \(p_i = \frac{1}{N} \approx 0\), \(\forall i\), \(N \geq 100\). Therefore, \(\theta = 0\) corresponds to high locality of demand. As \(\theta\) increases, the popularity of several sites becomes higher, and the locality of their demand drops.
Consequently, the manipulation of $\theta$ is used for testing various cases of locality of demand. Finally, each simulation typically considers 600,000 client queries generated according to the distribution in use.

The popularity distribution $p_i$ is initially not known to the broadcast scheduling authority. In the experiment of figure 32 we examine the efficiency of the employed adaptation technique. In random time moments designated by the thin vertical lines, the data set in question changes in cardinality ($N$), content popularity ($\theta$) and content size (mean item size $\bar{l}$ given in $K$bytes). We assume the worst case, with the data set being completely renewed each time. Likewise, the server has no initial, rough info on the form of the $p_i$ distribution, and assumes a flat one in any case. The dotted line expresses the time-variant lower bound of mean waiting time (equation (16)), should the $p_i$ distribution be known. The solid line represents the time-variant product of the automaton, based on the current $p_i$ approximation. Even in this worst case approach, the automaton proves its efficiency, as in [86, 91]. The convergence time for the current setup is shown to be 50 - 250sec.

Note that this effort refers to measuring the popularity of geographical sites in a city, since cities are known to change insignificantly over time (months or years are required for the construction of new main roads, malls, parking points and other significant points of interest). Therefore, for the remainder of the simulations it will be assumed that the 1-5 minutes required for convergence have passed, and the study will focus on the behavior of the compared approaches in the steady state. The number of sites/data items will be kept constant at $N = 100$.

In figure 33 we examine the validity of the preceding analysis regarding the pull-push load balancing optimization. Starting with zero client strain (no hovering initiated yet) the broadcasting authority begins to signal the clients to initiate the hovering process, gradually increasing their load. The achieved mean waiting time in the steady state is then logged and plotted versus the corresponding strain. Three observations can be made: firstly, the experimental results follow the
Figure 33: Plots of the requested strain $\overline{B}_u$, versus the achieved mean waiting time $\overline{W}$ and the actual imposed strain. The plots reflect the case of $\theta = 0.1$, i.e. a slightly skewed ZIPF distribution of the items’ popularity. The waiting time is reduced by 10 times when compared to the case of stand-alone broadcasting ($\overline{B}_u = 0$). While the reduction follows the general theoretical form, some degree of divergence is present. Results are identical for other values of $\theta$.

general form of theoretical expectations. Secondly, the average waiting time is never nullified, even for maximum strain. This is expected, since the analysis assumes ability to handle the total load. However, the hovering process has a 500m of activity radius. Consequently, there will always exist clients that require an item but are outside the corresponding P2P zone. Thirdly, the requested strain is not upheld. The finally incurred strain is less than the expectation. This phenomenon is attributed to the imprecision of equation (38), which is proven to be optimistic: a requested strain value causes less real strain. This issue also highlights the fact that the performance of the system does not depend on the precision of the formula (38). The central scheduling authority is aware of both the theoretical curves (through direct definition) and the experimental curves (through the client feedback mechanism) of figure 33. Therefore, the divergence can be directly quantified, and the central authority may request less or more strain than the expectation of (38), achieving the desired result. In other words, equation (38) simply serves as an initial guide.

The proposed approach offers tunability in terms of imposed client strain but CodeOn and CodeTorrent do not. Therefore, it is required to define a standard strain for fair comparison.
Thus, for the remainder of the simulations, 95 out of 100 items (by ascending $\frac{p_i}{t_i}$ ratio) will be deterministically assigned for full dissemination via P2P networking, while the remaining 5 items will be handled explicitly via the central broadcasting.

![Graph showing time required for the initialization of the compared P2P schemes in an area of interest. Hovering requires a trivial amount of time before being established. CodeOn and CodeTorrent may be viable, requiring approximately 5 sec for establishment in the best case.]

Figure 34: Time required for the initialization of the compared P2P schemes in an area of interest. Hovering requires a trivial amount of time before being established. CodeOn and CodeTorrent may be viable, requiring approximately 5 sec for establishment in the best case.

The proper initiation of the P2P networking is of crucial importance, since the highly dynamic VANETs environment may hinder the employed schemes from operating efficiently. In figure 34 we consider 210 vehicles (typically present in a site) in a rectangular formation. We assume immobility, and that a randomly selected client initiates the P2P networking, seeking to disseminate a single item to the whole client set. The Hovering, CodeON and CodeTorrent P2P schemes are compared in terms of time required for the task. The hovering technique, relying simply on probabilistic flooding, achieves minimal times. The number of seeding users increases exponentially, yielding overall completion times of even less than 1 sec in the employed setup. The CodeOn and CodeTorrent approaches on the other hand, fall back due to the requirement for explicit packet routing. The tested approaches include blind forwarding (BF) and selective forwarding (SF) [35]. Network coding (NC) is used for maximizing the P2P network throughput, at the expense of added computational load on the clients. Both approaches present viable results in the case of selective forwarding. It is notable, however, that the use of network coding does not provide a significant
boost to the overall performance. This is a concern due to the high computational cost, especially for CodeON, which employs symbol-layer network coding, producing large amounts of data segments to be processed per single packet.

Figure 35: The mean waiting time achieved by all compared approaches in a full simulation. Steady state is assumed, with the initialization and adaptation phases having been completed. The hovering-broadcasting combination yields the best results in the tested cases of locality of demand.

Figure 36: Average time required to obtain a data item, if the client is inside the corresponding area of interest. Hovering achieves minimal time, with CodeOn and CodeTorrent following. The results also imply that network coding may not be more beneficial than an efficient routing algorithm.

Based on the requirements for initialization, we allow for a $30\text{sec}$ interval to pass before posing client queries. In the full-scale simulation of figure 35 the achieved mean waiting time over 600,000 client queries is presented. The locality in the demands of the clients is gradually
decreased, and the performance of each opposing scheme is logged. The broadcasting-hovering combination achieves the best results in all cases. All schemes are affected by the loss of demand locality, since a user may be far beyond the reach of the P2P networking around the area of interest. CodeON performs better than CodeTorrent, since it enforces smaller data segment sizes, limiting the impact of packet losses. However, it is once again shown that network coding is not actually more beneficial than an efficient routing algorithm in a highly dynamic VANET. This fact is more apparent in figure 36, where we measure the mean waiting time for clients inside their area of interest. Hovering-achieved times are tantamount to data pulling, as assumed. Network coding however, produces benefits only compared to blind packet forwarding. Selective forwarding is not positively affected by the added data segmentation overhead imposed by the network coding technique.

![Figure 37](image-url)

**Figure 37:** Alternative representation of the performance of the opposing schemes in terms of user satisfaction (try-best metric of [134]). The hovering-broadcasting combination achieves the best results, for all items $i = 6 - 100$ chosen for dissemination through P2P networking.

The results of figure 35 can also be expressed through the metric of user satisfaction [134]. The satisfaction metrics are simple transformations that receive the mean waiting time as an input and magnify the importance of certain ranges of values. Figure 37 refers to the try-best metric,
which is valid for items that should be disseminated preferably within 5-10sec. It is defined as \( s = e^{-w/2} \), \( w \) being the waiting time and \( s \) the user satisfaction. We examine the average satisfaction for each data item (and thus each site) separately. As expected from the preceding results, the proposed hovering-broadcasting combination achieves higher user satisfaction than any version of the opposing schemes. This conclusion holds for all data items \((i = 6-100)\) that were chosen to be disseminated through P2P schemes.

4.4 Conclusions

A novel collaborative scheme between data broadcasting and information hovering has been proposed. The clients in a realistic VANET had their mean waiting times lowered, provided that they participated in the hovering of information in the vicinity of a given area. This result demonstrates that lightweight user collaboration is sufficient for significant improvement of the system’s overall performance. It also demonstrates the universality of the information hovering protocol in the sense that it can be successfully integrated in applications beyond the ones that it was originally designed for.
Chapter 5

Information Propagation Probability on Intersections in VANETs

5.1 Introduction

The majority of the applications in VANETs have messages exchanged by vehicles that are characterized by a finite lifetime period, after which their level of usefulness is greatly reduced. Thus, an important problem in VANETs is to find efficient ways to disseminate information on the target areas before this deadline expires. The problem of information dissemination has been extensively studied in the literature and a number of solutions have been proposed. However, no previous work has addressed the problem of calculating the probability to propagate information within a certain amount of time among vehicles on intersecting roads where no static infrastructure, such as repeaters, is used. In our work in [130], we concentrate on the problem of information propagation on intersections, considering only one-way traffic, and we derive a formula which gives a lower bound on this probability. We show that the propagation probability is strongly related to the traffic conditions of the road where the information is to be transmitted. We use the derived formula to estimate, via simulations, the minimal conditions required to ensure that information propagation occurs with high probability on intersections.
5.2 Problem Formulation

We first introduce the formulation of the problem which we study, and then we present the basic notations, definitions and assumptions.

We consider a roadway network which consists of a set of intersections \( I = I_1, I_2, ..., I_w, \) where \( I_j \) denotes the \( j^{th} \) intersection and \( w \) is the total number of intersections that exist in the network. These intersections are interconnected by a set of straight line roads. The road connecting intersection \( I_j \) with intersection \( I_k \) is denoted by \( h_{jk} \). The roadway network accommodates a number of vehicles. Vehicle \( i \) is denoted by \( \text{veh}_i \). Note that even though they may be intersections with more than two roads, this is very uncommon and we will ignore. In any case, if more that two roads intersect the propagation probability will improve, and thus will not affect the lower bound.

We assume one way traffic along the roads and vehicles on road \( h_{jk} \) travel from intersection \( I_j \) to intersection \( I_k \). We study the information propagation to the direction of the traffic. When we refer to vehicles we refer to instrumented vehicles able to participate in VANETs. Also, we assume that all vehicles have constant transmission range denoted by \( r \), which is the same for all vehicles. Informed vehicles are vehicles that have the information while uninformed vehicles are vehicles that do not. On each road \( h_{jk} \), a vehicle travels with a constant speed that is selected uniformly and independently from the interval \([v_{\text{min}}(h_{jk}), v_{\text{max}}(h_{jk})]\). Vehicles move independently at their chosen velocity.

The number of vehicles entering a road \( h_{jk} \) is assumed to be a stochastic variable and the corresponding stochastic process is modeled as a Poisson process. Several experiments have shown that the outcomes of such a model are in good agreement with real measurements obtained in practise [93] and is also adapted by simulation tools.
The probability density function of the arrival process at road \( h_{jk} \) is thus given by the following formula:

\[
P^h_{jk}(t) = \frac{(\lambda_{jk} t)^z}{z!} e^{-(\lambda_{jk} t)}
\]

(39)

where \( \lambda_{jk} \) denotes the mean arrival rate at road \( h_{jk} \) and \( z \) denotes the number of arrivals in the time interval 0 to \( t \). The equation describes the probability of seeing exactly \( z \) arrivals in the period of time from 0 to \( t \).

Without loss of generality, for the remainder of our analysis we consider a segment of the roadway network with one way roads, as shown in figure 38.

![Figure 38: Representation of an intersection in a road network presenting the basic notations](image)

The segment presented in figure 38 includes intersection \( I_j \) and the roads \( h_{ij} \) and \( h_{jk} \) interconnect intersections \( I_i \) with \( I_j \) and \( I_j \) with \( I_k \) respectively. The angle between roads \( h_{ij} \) and \( h_{jk} \) is denoted by \( \varphi \). \( R \) is the point on \( h_{ij} \) that is \( r \) apart from intersection \( I_j \) and \( M \) the corresponding point of road \( h_{jk} \). Finally, \( veh_1 \) is the head of the information (meaning that there are no other informed vehicles ahead of it) on road \( h_{ij} \) and is traveling with speed \( V_i \). We start counting time,
$t = 0$, at the point where $veh_1$ is at a distance less than $r$ from intersection $I_j$ which means that it is able to transmit the information to road $h_{jk}$. This can happen by either having $veh_1$ get the information before passing point $R$ ($t = 0$ when $veh_1$ is at point $R$) or having the information transmitted to $veh_1$ by a following vehicle on $h_{ij}$, after passing point $R$ and before reaching intersection $I_j$ ($t = 0$ is when $veh_1$ receives the information).

Since we assume one-way vehicle traffic, we are interested in intersections where $veh_1$ has the opportunity to choose among two or more roads. Otherwise, if $h_{jk}$ was the only choice, the probability of message propagation would be equal to 1 since $veh_1$ will definitely enter road $h_{jk}$.

There are two ways to propagate information from vehicles of road $h_{ij}$ to vehicles of road $h_{jk}$ at their intersection. The first way is by transmitting the information to a vehicle on $h_{jk}$. We call this probability $p_{tr}^{h_{ij}h_{jk}}$. The second way is the driving way and we call the probability $p_{dr}^{h_{ij}h_{jk}}$, where an informed vehicle from $h_{ij}$ turns into $h_{jk}$. The probability $p_{tr}^{h_{ij}h_{jk}}$ is strongly related to the traffic characteristics of the road $h_{jk}$ where the information is to be transmitted. Probability $p_{dr}^{h_{ij}h_{jk}}$ depends on what portion of the arrival rate road $h_{ij}$ has, compared to the total arrival rate of the roads attached to intersection $I_j$. The calculation of $p_{dr}$ is better explained in subsection 5.3.2.

5.3 Theoretical Analysis of Message Propagation Probability on Intersections

In this paragraph we provide a lower bound of the probability to propagate information from an informed vehicle of road $h_{ij}$ to a vehicle in road $h_{jk}$ when these two vehicles are close to the intersection $I_j$. The reason we concentrate on a lower bound and not on the actual probability is because the calculation of the actual probability is extremely complicated, as it needs to consider all possible propagation scenarios, even if their contribution to the overall probability is very small.

In this work we concentrate on the two basic scenarios to propagate information:
1) by transmitting the information from vehicles on road \( h_{ij} \) directly to vehicles on road \( h_{jk} \) and
2) by having the \( veh_1 \) driving into road \( h_{jk} \)

The following equation gives a lower bound of the probability to propagate the information combining the two aforementioned propagation ways:

\[
p_{h_{ij}h_{jk}} = p_{h_{ij}h_{jk}}^{tr} + (1 - p_{h_{ij}h_{jk}}^{tr}) \cdot p_{h_{ij}h_{jk}}^{dr}
\] (40)

In the following subsections we derive the formulas of calculating the probabilities \( p_{h_{ij}h_{jk}}^{tr} \) and \( p_{h_{ij}h_{jk}}^{dr} \).

5.3.1 Probability of Transmission of Information among vehicles on intersecting roads \( (p_{h_{ij}h_{jk}}^{tr}) \)

Firstly, we study the different scenarios of transmitting information from vehicles on road \( h_{ij} \) to vehicles on road \( h_{jk} \). We assume that there are no buildings to block signal transmission. By this assumption, information can be passed from vehicles at any point on road \( h_{ij} \) to vehicles on road \( h_{jk} \) which are of distance smaller than \( r \).

As shown in figure 38, \( veh_1 \) is the head of information on road \( h_{ij} \). We start counting time \((t = 0)\) at the point where information enters road segment \( RI_j \) on \( veh_1 \). There are two different cases that we need to consider and we study them separately. In case 1, \( veh_1 \) was already informed before passing from point \( R \). In case 2, \( veh_1 \) has passed from point \( R \) without the information and before reaching intersection \( I_j \), a following vehicle transmitted the information to \( veh_1 \).

For our theoretical analysis, we compute the probability to propagate information from a vehicle traveling on road \( h_{ij} \) to a vehicle traveling on road \( h_{jk} \) in the time period \([0, y]\), where \( y \leq \frac{r}{V_{max(h_{ij})}} \), which is the time needed by the fastest moving vehicle on \( h_{ij} \) to travel distance \( r \).
By choosing this specific bound we make the analysis less complicated since \( \text{veh}_1 \) will be able to cover a distance less or equal to \( r \). In addition, a greater value for \( y \), even though it will increase the propagation probability, it will also increase the theoretical time that a message needs to reach its target. This is because we need to consider all the intersections that the message has to pass and add the time \( y \) of each one in the overall time up to the target area.

For each different case we need to consider two possible ways to transmit information to vehicles on road \( h_{jk} \). The first way is to have a vehicle entering \( h_{jk} \) during time interval \([0, y]\). This vehicle will definitely catch the information from \( \text{veh}_1 \), since it is going to be of distance smaller than \( r \) from \( \text{veh}_1 \). The second way is to have, during the interval \([0, y]\), \( \text{veh}_1 \)'s transmission range to catch up with a vehicle that has entered \( h_{jk} \) before \( t = 0 \). This second way can appear when the vehicles that have entered \( h_{jk} \), are moving so slowly that, at some point, the transmission range of \( \text{veh}_1 \) (which must be moving fast enough) catches up to them. We call the probability of the first way probability of entering and denote it by \( p_e \), and the probability of the second way probability of catching up and denote it by \( p_c \).

**Case 1. \( \text{veh}_1 \), has the information when it passes from point \( R \)**

It can be easily seen that \( y \leq \frac{r}{V_{\text{max}}(h_{ij})} \leq \frac{r}{V_1} \), where \( \frac{r}{V_1} \) is the time that \( \text{veh}_1 \) needs to cover distance \( r \) on road \( h_{ij} \) and \( V_1 \) is the speed of \( \text{veh}_1 \). Thus, we need to calculate the probability to have a vehicle entering road \( h_{jk} \) (from intersection \( I_j \)) during the time interval \([0, y]\), since it is definitely going to receive the information from \( \text{veh}_1 \). This gives us the probability of entering and can be determined by the following equation.

\[
p_e = 1 - P_0^{h_{jk}}(y)
\]  

(41)
where $P_{hjk}^0(y)$ is the probability of having zero vehicles entering $h_{jk}$ during period $y$ as defined in equation (39).

The calculation of the probability of catching up ($p_c$) is more complicated than $p_e$. We define $d(t)$ as the furthest away point from intersection $I_j$ on road $h_{jk}$ where the transmission range of $veh_1$ can cover in time $t$. It can be easily seen that any vehicle in between $I_j$ and $d(t)$ is going to receive the message. Using basic trigonometric rules we provide the relation between $d(t)$, transmission range $r$, angle $\phi$ and $V_1$, which is given by:

$$d(t) = (r - V_1 t) \cos \phi + \sqrt{r^2 - (r - V_1 t)^2 \sin^2 \phi}$$

Equation (42)

In order to gain insights on how the value of the angle $\phi$ affects $d(t)$, in figure 39 we show a plot $d(t)$ versus $\phi$, which is based on equation (42). The plot is obtained by fixing the variables $r$, $V_1$ and $t$ to the values $r : 250m$, $V_1 : 11m/s$, $t : 7$ sec.

![Figure 39: Influence of angle $\phi$ to $d(t)$ where the rest of the variables are constant. Their values are $r : 250m$, $V_1 : 11m/s$, $t : 7$ sec. and $X(t)$ vs time](image)

It is obvious from the figure 39 that the transmission range of $Veh_1$ gives the vehicle the potential to transmit the critical message to an uniformed vehicle that has passed point $M$. This can happen when angle $\phi$ is less than 90°. $Veh_1$ can also transmit the message to a vehicle moving...
on road $h_{jk}$ before passing point $R$. This makes the analysis even more complicated, since for the cases when $Veh_1$ does not pass point $R$ (having $\phi$ less than $90^\circ$) the probability of entering is 0. In addition, we need to reconsider the definition of $t = 0$, since in these cases the information can be transmitted before $Veh_1$ passes point R. For simplicity, and considering that in practise there are very few intersections with angle less than $90^\circ$, in our analysis we concentrate on angles greater or equal to $90^\circ$.

In the case where $\phi$ is a right angle then $d(t) = \sqrt{r^2 - (r - V_1t)^2}$. Also, we define $X(t)$ as the distance from $I_j$ on road $h_{jk}$ that the vehicle closest to $I_j$ has on time $t$, compared to all vehicles that have entered $h_{jk}$ before $t = 0$.

\[ X(t) = \min(V_i' \ast (t - T_i)) \quad i = 1, 2, \ldots, Z(\gamma) \]

(43)

where $V_i'$ is the speed that vehicle $i$ has on road $h_{jk}$ and it is uniformly distributed in the range $[v_{\text{min}}(h_{jk}), v_{\text{max}}(h_{jk})]$, $T_i$ is the time when vehicle $i$ passed intersection point $I_j$ ($T_i < 0$), $\gamma$ is the period of time before $t = 0$ where there is a chance the transmission range of $Veh_1$ to catch up with the vehicles that have entered road $h_{jk}$. This period is equal to $\frac{r}{v_{\text{min}}(h_{jk})}$ which is the time that the slowest vehicle moving on $h_{jk}$ needs to cover distance $r$. Finally, $Z(\gamma)$ is the number of vehicles that have entered $h_{jk}$ during period $[-\gamma, 0)$.

The function distribution of $X(t)$ is given by the equation:

\[ F_{X(t)}(d(t)) = \sum_{z=0}^{\infty} P[X(t) < d(t)|Z(\gamma) = z] \ast P[Z(\gamma) = z] \]

(44)

The points of time $(T_i)$ at which $Z(\gamma)$ vehicles have entered road $h_{jk}$, are considered as random variables and are distributed independently and uniformly in the interval $[-\gamma, 0)$. This leads to $T_i \sim \text{uniform}(-\gamma, 0)$.

Since $T_1, T_2, \ldots, T_z$ and $V_1', V_2', \ldots, V_z'$ are independent and identical distributed (i.i.d), we can drop the subscripts.
Following from (44), we have:

\[ P[X(t) \leq d(t)|Z(\gamma) = z] = 1 - P[X(t) > d(t)|Z(\gamma) = z] = 1 - P[V'*(t-T) > d(t)] = (45) \]

In figure 40, we plot an example of functions \(d(t)\) and \(X(t)\) versus time. In this example, we assume that only one vehicle, \(v_{eh_q}\), has entered \(h_{jk}\) during period \([-\gamma, 0)\). Also, we set \(r = 250\) m, \(V_1 = 11\) m/s (39.6 Km/h), \(\varphi = 90^\circ\) and the vehicle \(v_{eh_q}\) the position of which is represented with \(X(t)\), moves with speed 10 m/s (36 Km/h) and enters \(h_{jk}\) from intersection \(I_j\) at \(T_q = -5\).

We observe that \(d(t)\) is smaller than \(X(t)\) at the beginning of plot whereas, later on, at some point around \(t = 0.5\), it catches-up with \(X(t)\) and afterwards it becomes greater than \(X(t)\) until around \(t = 20\). After that, \(X(t)\) is again greater than \(d(t)\). The catching up period is \([0.5, 20]\). By keeping this in mind, we see that it is not enough to study the possibility that \(X(t)\) is smaller than \(d(t)\) just on time \(y\) (which is when \(d(t)\) gets its greatest value) but it is necessary to see if, at any time during the period \([0, y]\), \(X(t)\) becomes smaller than \(d(t)\).

So, the probability of transmitting the information in the catching up scenario is given by the following equation:

\[ p_c = \int_{0}^{y} F_{X(t)}(d(t))dt \quad (46) \]
Case 2. $veh_1$ passed point $R$ without carrying the information and it got informed before reaching intersection $I_j$

This case is more complicated than case 1. $veh_1$ did not have the information when passing from point $R$. The information was transmitted to it by a following vehicle on $h_{ij}$ before reaching point $I_j$. We consider $t = 0$ the time when $veh_1$ gets the information. We call $S$ the position of $veh_1$ on segment of road $RI_j$, on time $t = 0$ and $s$ the distance that point $S$ has from $R$. Figure 41 shows the notations of case 2.

Figure 41: Case 2 scenario where $veh_1$ received the information at some point after passing from point $R$

In case when the time needed by $veh_1$ to reach $I_j$, which is $\frac{r - s}{V_1}$, is greater than or equal to $y$, then this scenario is very similar to case 1. If $y > \frac{r - s}{V_1}$, we need to consider the probability that the vehicle $veh_2$ which travels with speed $V_2$, following $veh_1$, will pass point $R$ by time $t = \frac{r - s}{V_1}$ after which, $veh_1$ will not be on $h_{ij}$. If $veh_2$ passes from $R$ before $veh_1$ passes from intersection $I_j$, then it can also transmit the information to vehicles entering road $h_{jk}$ until time $y$ expires. In order to not have an informed vehicle in $RI_j$ during some time in period $[0, y]$ the following must hold:
• *veh*₁ passed point *R* without having the information and a vehicle *veh*₂ transmits the information to *veh*₁ at time *t* = 0. This means that the distance between *veh*₁ and *veh*₂ is smaller than *r* on time *t* = 0.

• on *t* = \( \frac{r-s}{v₁} \), which is the time needed by *veh*₁ to pass from intersection *I*ₗ, *veh*₂ must not have passed from point *R*. In order for this to happen *V*₁ must have been greater than *V*₂.

In other words, since *V*₁ is greater than *V*₂ (as indicated in the point 2 above), *veh*₁ must have either entered *h*ᵢⱼ before *veh*₂ or (since *veh*₁ is the head of information) passed *veh*₂ at some time just before passing from point *R*. In the former case, since the distance between the two vehicles remained smaller than *r* from the beginning until the end of the road where *veh*₂ transmitted the information to *veh*₁, we can conclude that it is highly unlikely that their distance became greater than *r* just before *veh*₁ exited road *h*ᵢⱼ and *veh*₂ did not pass point *R*. In the latter case, since *veh*₁ passed from *veh*₂ and at that time neither of the vehicles was informed, *veh*₂ must have received the information from following vehicles just after the passing of *veh*₁ and before the distance of the two vehicles became greater than *r*. The only possible way that there were no informed vehicles between *R* and *I*ₗ during period of *y* is in the extreme case where *veh*₁ was very close to intersection *I*ₗ at the time when *veh*₂ received the message and immediately propagated it to *veh*₁. Then, the time needed by *veh*₁ to exit road *h*ᵢⱼ should not be enough for *veh*₂ to cover the distance from *R* given that the distance between the two vehicles on the time of transmission was smaller than or equal to *r*. The scenario is explained graphically in figure 42.
Figure 42: The rare scenario where there is no informed vehicle in the area $RI_j$ during the period of $[0, y]$. (a) $veh_1$ received the information message from $veh_2$ while being in the area $RI_j$. (b) $veh_1$ passed the intersection $I_j$ before $veh_2$ had passed from point $R$ resulting in no informed vehicles in the specific area.
It is obvious from the previous discussion that the circumstances under which there are no informed vehicles in the area $RI_j$ during the period of $[0, y]$ are extremely rare to occur. Therefore, we reach the reasonable assumption that in the scenario of case 2 during the period $[0, y]$ there is at least one informed vehicle in the area $RI_j$ to propagate the information to any vehicle entering road $h_{jk}$. This means that the probability of entering is given by the same formula as in case 1.

$$p_e = 1 - P^h_{0j}(y)$$

(47)

Now we need to calculate the probability of catching up ($p_c$). For this probability we are going to work the same way as in the previous case, only now we have $Q(t, s)$ instead of $d(t)$, which is a random variable depending on the time and the initial value of $s$, given that $s$ is uniformly distributed along $RI_j$.

$$Q(t, s) = (r - s - V_1 t) \cos \varphi + \sqrt{r^2 - (r - s - V_1 t)^2} \sin^2 \varphi$$

(48)

In the case that $\varphi$ forms a right angle then $Q(t, s) = \sqrt{r^2 - (r - s - V_1 t)^2}$. The function distribution that we are interested in is given by $F_{Q(t,s)-X(t)}(0)$. So,

$$F_{Q(t,s)-X(t)}(0) = \int_0^r \sum_{z=0}^{\infty} P[Q(t, s) - X(t) < 0 | Z(\gamma) = z] * P[Z(\gamma) = z] * f_s(s)ds$$

(49)

Finally, as in case 1, we want to see if during period $[0, y]$, $Q(t, s)$ gets bigger than $X(t)$. So, the probability of catching up is given by the following equation:

$$p_c = \int_0^y F_{Q(t,s)-X(t)}(0) dt$$

(50)

Now that we know the probability to transmit the information for both cases we need to combine them in order to calculate the overall probability $p_{h_{ij}h_{jk}}$ to transmit the information from road $h_{ij}$ to road $h_{jk}$. To do so, we need to find the probability for each case to happen separately.
In order for case 1 to happen, \( veh_1 \) must pass point \( R \) carrying the information without any other vehicle in \( RI_j \) to transmit it. We call \( veh_2 \), the vehicle that is in front of \( veh_1 \) on \( h_{ij} \). The probability that \( veh_2 \) does not have the information is equal to the probability that \( veh_1 \) and \( veh_2 \) are of distance greater than \( r \). If we call \( \tau \) the time gap between these two vehicles, then their distance, \( dist_{veh_1, veh_2} \) is equal to \( \tau \times V_1 \).

In [98] it is given that the time gaps between vehicles are distributed according to the following pdf and PDF,

\[
p_{\tau}(\tau) = \lambda e^{-\lambda \tau} \quad \text{and} \quad P_{\tau}(\tau > T) = e^{-\lambda T},
\]

respectively. So, the probability that case 1 happens is:

\[
P_{cs_1} = P_{\tau}(\tau > \frac{r}{V_1}) = e^{-\frac{\lambda r}{V_1}} \tag{52}
\]

Regarding case 2, it is sufficient to see that it is the compliment of case 1 since either \( veh_1 \) is in the road segment \( RI_j \) when it gets the information or, it passes \( R \) and enters \( RI_j \) with the information. So,

\[
P_{cs_2} = 1 - P_{cs_1} \tag{53}
\]

So, the overall probability to have the information transmitted to road \( h_{jk} \) from road \( h_{ij} \) during a period of time \( y \) is

\[
p^{h_{ij}/h_{jk}}_{tr} = P_{cs_1} \times (p_c^{cs_1} + (1 - p_c^{cs_1}) \times p_c^{cs_1}) + P_{cs_2} \times (p_c^{cs_2} + (1 - p_c^{cs_2}) \times p_c^{cs_2}) \tag{54}
\]

5.3.2 Driving Probability where \( veh_1 \) turns into road \( h_{jk} \) (\( p^{h_{ij}/h_{jk}}_{dr} \))

In this paragraph we are going to derive the probability \( p^{h_{ij}/h_{jk}}_{dr} \), which is the probability that vehicle \( veh_1 \) drives on road \( h_{jk} \). In the previous subsection, where we calculated the \( p^{h_{ij}/h_{jk}}_{tr} \), the
time needed by $veh_1$ to reach intersection $I_j$ is definitely less than or equal to the time period $y$, which is the period we study the probability of transmission to road $h_{jk}$. However, for simplicity reasons, we ignore the time gap between $y$ and the time that $veh_1$ needs to reach intersection and make the choice of which road to drive on.

Probability $p_{dr}^{h_{jk}}$ is strongly related to the intersection we are studying, since one needs to consider all the other possible roads that can be chosen by a vehicle approaching intersection $h_{jk}$. For example, if we consider figure 43, there are two roads that $veh_1$ can follow, $h_{jk}$ and $h_{jq}$. By assuming that the road a vehicle follows when arriving to an intersection is independent from the road it uses to get to the intersection, the probability $p_{tr}^{h_{ij}h_{jk}}$ is equal to $\frac{\lambda_{jk}}{\lambda_{jk}+\lambda_{jq}}$.

![Figure 43: Example showing how to calculate the probability of information propagation with the driving way](image)

In general cases, there are more complicated intersections, where the driver has more roads to choose from. The general equation covering all cases is:

$$p_{dr}^{h_{ij}h_{jk}} = \frac{\lambda(h_{jk})}{\sum \lambda(h_{jb})}, \text{ for all } b \text{ such that road } h_{jb} \text{ exists.} \tag{55}$$
Now, we have everything needed to calculate all the terms of the equation (40), which gives the lower bound of the probability of information propagation $p_{h_{ij}h_{jk}}$, from informed vehicle on road $h_{ij}$ to uninformed vehicles on road $h_{jk}$.

### 5.4 Simulation Validation

In this paragraph we validate our theoretical findings with simulation results. We conduct our simulations on VISSIM. In all of our simulations we used VISSIM to model the setup shown in figure 44. For simplicity we set angle $\varphi$ equal to $90^\circ$. Since the probability of information propagation with the driving way depends only on the average arrival rates of the roads that the vehicle reaching the intersection may follow, there is no need to simulate this case because we assume that the arrival rates are given. Hence, we concentrate on the validation of the information transmission probability $p_{tr}^{h_{ij}h_{jk}}$. Information transmission probability, as it is shown in equation (54), is only related to the traffic characteristics of the road intended to receive the information.

![Figure 44: Intersection setup used in VISSIM](image-url)
The setup parameters are the vehicle arrival rates on road $h_{jk}$, the range of speeds attained by the vehicles on road $h_{jk}$ and the speed of $veh_1$ moving on road $h_{ij}$ and driving towards intersection $I_j$. Each simulation generates ascii files that include the position coordinates of the vehicles at each simulation step. The simulation step is set to 100 ms. We have also developed an application on C++ to process the simulator’s output in order to generate information with which we can infer whether any vehicle on road $h_{jk}$ eventually receives the desired information from $veh_1$, as well as at what time. The transmission range of each vehicle is constant and set to 250 m for all vehicles. We consider that vehicles that are of smaller distance than the transmission range can exchange messages. Since the transmission speed is much bigger (250 m in 6 ms) in comparison to the vehicle speed, we consider the transmission time as zero. Therefore, we do not use a specific wireless communication model for the measurements. For each set of parameters we repeat the simulation one hundred times and we calculate the frequency with which the information is successfully transmitted. The probability of information transmission is estimated by dividing the number of successes by the number of times we have repeated the simulation. The estimated probability is then compared to the theoretical probability obtained using the derived equation (54).

At first we give insights of how the information transmission probability varies with respect to different parameters. We calculate the probability using the equation (54) we derived in the previous section. In all calculations we keep the speed range of road $h_{jk}$ constant in the interval (60-80 Km/h). In figure 45 we plot the probability versus the time window for different arrival rates. The time window is the time which elapses from the instant $veh_1$ passes from point $R$. As expected, the probability increases in a concave fashion with increasing time window. In addition, as the arrival rate increases so does the probability.

In figure 45 we can see that, as time goes by the probability increases for all the arrival rates. This is because as time increases while also increases the chances to have a vehicle entering $h_{jk}$
Figure 45: Theoretical results of Transmission Probability for different arrival rates

(probability of entering) as well as the chances to have the transmission range of $veh_1$ catching up with a vehicle that has entered $h_{jk}$ before $t = 0$ (probability of catching up). Also, we see that the probability increases when the arrival rate increases, since there are more vehicles entering road $h_{jk}$.

In figures 46 (a and b) we present our theoretical results in comparison with the simulations’ results. They show how the probability increases as time increases for specific values of the arrival rates. We choose arrival rates that are low enough (144 Veh/h - 1 vehicle in 25 seconds and 540 Veh/h - 1 vehicle in 7 seconds) to keep the probability from getting its highest value (close to 1) very soon. In this way we can better observe the relation of the different results during a longer period of time.

In figures 46 (a and b) we observe that the simulation probability, for most of the cases, is slightly higher than the theoretical one, whereas there are some cases that the results are equal. Also, we see that the trends that the plots have are similar for theoretical and simulation probabilities for both values of arrival rates. This is a good support of the estimation of the actual probability that our analysis provides.
Finally, figures 47 (a and b) show the relation of theoretical and simulation results regarding the increase of probability as the arrival rate increases. We start with very low traffic density of 36 veh/h (1 vehicle every 100 seconds) and we increase the rate up to a very heavy traffic density of
1440 veh/h (1 vehicle every 2.5 seconds). The time is fixed and is equal to the time needed by a vehicle with speed 65 Km/h to cover distance $r$.

![Transmission Probability - Speed Range: [40-60]](image)

![Transmission Probability - Speed Range: [80-100]](image)

Figure 47: Comparing Theoretical with Simulation results of Transmission Probability after 14 seconds

As in the previous figures (47 (a and b)), our theoretical results follow the same trend as the simulation ones, thus supporting the validation of our analysis. Moreover, figures 47 show that the transmission probability for high arrival rates (1100 Veh/h - 1 vehicle every 3 seconds) is very
close to 1. This is because it is highly unlikely for such arrival rates not to have any vehicle 
entering road $h_{ij}$ after 14 seconds. Another useful observation is that for arrival rates greater than 
500 Veh/h (1 vehicle every 7 seconds) the information transmission probability is greater than 0.8, 
after passing time of 14 seconds.

5.5 Conclusions / Sum up

In this chapter we study the problem of information dissemination in VANETs and we provide 
a measure of the probability to propagate information on intersecting roads where no static infra-
structure is used. We present a lower bound on the probability to propagate information between 
vehicles of two roads close to their point of intersection. We show that this probability is strongly 
related to the arrival rate of the vehicles entering the road where the information is to be transmitted to. We also show that, as the time allowed for propagation increases, so does the probability. We validate our results with simulation evaluation using VISSIM. The derived probability function 
can prove to be a valuable tool in the solution of a number of information dissemination problems. 
It can, for example, be used to derive appropriate selection criteria for the installation of static 
infrastructure at roadway cross-sections. It may also be used to calculate links costs for routing 
protocols whose objective is to maximize the probability of successful information delivery. The 
latter approach is further explored in the subsequent chapter.
Chapter 6

Time Constrained Message Delivery Probability in VANETs

6.1 Introduction

In this chapter we investigate the problem of information delivery based on the probability to deliver messages to a specific area in a certain amount of time and in a setting where no static infrastructure is used [127]. We adopt a graph theoretical approach where we model the road map and the traffic characteristics using a directed weighted graph, which we refer to as the Road-Graph. We use the Road-Graph to calculate the probability of disseminating information along any given path, in a specific amount of time. So, for any two points on the Road-Graph we can find the path with the maximum probability of successful information delivery in the chosen time interval. This information is of great significance, since it can be utilized by routing protocols to optimally route packets in the vehicular network. We validate our analytical findings by comparing them with data obtained using VISSIM.

6.2 Problem Formulation - Assumptions

We consider that we are given a road map of an area that consists of the main roads and highways of the area and the corresponding intersections. We don’t take into consideration small roads
with insignificant traffic or roads in city centers since buildings constrain the signal propagation. Thus, it is more difficult to establish wireless connectivity in urban areas and the network efficiency is decreased. On the other hand, since vehicle speed is low and the car density very high, the information delivery probability can approach the value 1. Furthermore, the complexity of the vehicle movements in cities which include traffic lights, stop signs and different speed limits makes the theoretical analysis of information propagation more complex which is out of the scope of this research work. We also assume that we are given the traffic conditions of each main road and highway with the arrival rate of vehicles and their speed range on the specific road. We assume that a vehicle travels with a constant speed, selected uniformly and independently from the speed range of the road. We also assume that the number of vehicles entering a road is a random variable that follows the Poisson process, since several experiments have shown that the outcomes of such a model are in good agreement with real measurements obtained in practice [93]. In the case of highways, where there are many exits and entrances along them, we consider the number of vehicles entering each highway independently, since vehicles may enter or leave during their driving. For simplicity reasons, we assume that traffic conditions remain constant along the highway, at least on the parameters that affect our analysis, given that vehicles can enter or exit from smaller roads on the side. This assumption influences the traffic integrity in the intersections of the highways. However, the analysis of the traffic flow and the calculation of the arrival rate of vehicles in each highway is not considered in this paper. We consider that each highway follows an independent Poisson process.

We also assume one-way and one-lane traffic along the roads. In the case where the highway is multi-lane, we only consider the lane with the highest density. For two-way highways we consider that they consist of one-lane in each direction. In the Road-Graph that we construct for
modeling the road map we add a different directed edge for each direction. We study the information propagation to the direction of the traffic using vehicles moving on this direction. Of course, considering vehicles moving on the other direction will definitely improve both information speed and information delivery probability.

Also, we consider that all vehicles have a constant transmission range denoted by \( r \), which is the same for all vehicles.

Finally, since traffic conditions vary depending on the period of the day that are measured (i.e. morning, noon, afternoon or night), the same road map has different traffic characteristics during different hours of a given day. Therefore, the same road map is modeled by different Road-Graphs for different periods of the day.

### 6.3 Road-Graph Construction

In this section we outline the steps followed to create the Road-Graph. The resulting Road-Graph contains all the necessary data to study the information delivery probability in VANETs and decide on the path that gives the highest probability.

We consider that we are given the road map of the area that we study, which includes the roads and their intersections, the arrival rate and the vehicle speed range of each road during a specific time period in a day. We begin by presenting the basic notations used in our analysis.

\( I_i \): the \( i^{th} \) intersection in the road map

\( n_j \): the node of the Road-Graph that corresponds to the \( i^{th} \) intersection of the road map

\( h_{ij} \): the road connecting intersection \( I_i \) with intersection \( I_j \). The traffic direction is from \( I_i \) to \( I_j \)

\( L_{ij} \): the length of the road \( h_{ij} \)

\( e(n_i, n_j) \): the directed weighted edge of Road-Graph that joins \( n_i \) to \( n_j \)
$w(n_i, n_j)$: the weight of the edge $e(n_i, n_j)$ in the Road-Graph that represents the average time needed for a message to travel the distance $L_{ij} - r$

$v_{ij}$: the average message propagation speed on the road $h_{ij}$ in the direction of vehicles drive

$prob_{ijk}(t)$: the probability that a message will propagate from road $h_{ji}$ to road $h_{ik}$ in a time period $t$

We now provide an algorithmic representation of the steps that must be followed in order to generate the Road-Graph.

**Algorithm: Construction of the Road-Graph**

**Input**: a road map (roads and their intersections), the arrival rate and the vehicle’s speed range for each road

**Output**: the corresponding Road-Graph $(V, E)$

**BEGIN**

1. **FOR ALL** intersections $I_j$ in the road map **do**
   - Create a node $n_j$ and add it in the Road-Graph (i.e., $V = V \cup \{n_j\}$)

2. **FOR ALL** roads $h_{ij}$ in the road map **do**
   - add the directed weighted edge $e(n_i, n_j)$ in the Road-Graph

3. **FOR ALL** roads $h_{ij}$ in the road map **do**
   - calculate the average message propagation speed $v_{ij}$ in the direction of vehicles drive (using equation (2) of [125] which is explained briefly in section 6.3.1)
   - $w(n_i, n_j) = \frac{(L_{ij} - r)}{v_{ij}}$
4. **FOR ALL** nodes $n_i$ in the Road-Graph **do**

   **FOR ALL** pairs of edges $e(n_j, n_i)$ and $e(n_i, n_k)$ **do**

   \[- \text{prob}_{jik}(t) = f_{jik}(t) \text{ (using equation (40) of chapter 5)}\]

   **END**

6.3.1 **Analysis of the Algorithm: “Construction of the Road-Graph”**

The first two loops are straightforward and do not need any further analysis. In the third loop we must calculate the average message propagation speed on a single road. In order to do this we use the analytical model proposed in [125].

In the research work of [125] authors study information propagation in one direction along a straight line road. In particular, they have developed a formula that can be used to calculate the information propagation speed along the straight line road. Figure 48 shows an example of such information propagation. The arrow represents the road and the circles below (above) the arrow are positive (negative) vehicle traffic flow. Only one-dimensional distance along the road is considered; the road’s width is neglected. Position coordinates of vehicles increase to the right. A message is propagated in the positive direction from a vehicle at location $H$ at time 0. The “message head” at time $t$ refers to the informed vehicle with the largest position coordinate. The primarily concern is the movement of the message head. Note that the message reaches the front-most vehicle in its current partition through multi-hop forwarding, and begins to travel with the message head. At time $t2$, the message head reaches the partition that lies ahead, and the prior process repeats.
The data propagation models are based on the following observations:

- The V2V network is a partitioned network. A snapshot of the positions of vehicles at any time instant will typically yield a network with many partitions.

- The configuration of partitions is dynamic. Partitions may split or merge as the relative positions of vehicles within the partition or between partitions change.

- A message propagates in either one of two processes termed the forward process and the catch-up process. The forward process involves the propagation of the message within a partition via multi-hop forwarding. In the catch-up process the message moves along with its carrying vehicle until it comes within the radio range of the last uninformed vehicle in the partition ahead of it. The propagation speed in the catch-up process will normally be much slower than that in the forward process. When information propagates along the road, it alternates between the forward and catch-up phase, resulting in a cyclic process.
The analysis is based on the scenario where a message propagates in the direction in which the vehicle traffic is traveling in one-way vehicle traffic.

Figure 49: Catch-up Process

Figure 49 illustrates the catch-up process. Figure 49(a) shows the beginning of the catch-up process. H is the location of the message head. Vehicles are in either one of two sets: informed vehicles are in set 1 and uninformed vehicles are in set 2. Figure 49(b) shows the end of the catch-up process, when the message head just enters the radio range of the last uninformed vehicle in set 2. Location C is the catch-up point. H will be the location of the message head in the beginning of the next catchup process if we ignore the time spent in intra-partition forwarding. Figure 49(c) shows the temporary non-uniform spatial distribution of average vehicle speed around C in the end of the catch-up process. During the catch-up process, the fast informed vehicles in set 1 are likely to pass the slow informed vehicles and concentrate near C, and the slow uninformed vehicles in set 2 tend to lag behind and stay close to C.

It worth notice that the catch-up process can be improved by using vehicles moving on the opposite direction to the direction of information traveling. The information message can reach
the last uninformed vehicle in set 2 using vehicles moving on the opposite road. In addition, the
two-way vehicle traffic can extend the partitioned areas and thus shorten the inter-partition distance
by increasing the vehicle density. The effect of vehicles moving on the opposite direction is more
evident when the traffic density of vehicles moving in the same direction as the information is very
small and the traffic density on the opposite direction is very high. In this case, the information
message will utilize multi-hop propagation in the opposite direction to move forward and reach
the vehicle tail in the direction of information propagation. In this thesis we will not account for
the two-way traffic due to the overly complex mathematics required.

For a given time \( t \), \( X(t) \) is defined as the traveling distance of the message head during \([0, t]\),
\( V_p(t) \) the average message propagation speed during the interval \([0, t]\). We have \( V_p(t) = \frac{X(t)}{t} \).
The definition of the longterm average message propagation speed \( v_p \) is

\[
v_p = \lim_{t \to \infty} V_p(t) = \lim_{t \to \infty} \frac{X(t)}{t}
\]

The message propagation process can be modeled as a renewal reward process with a new
cycle beginning each time the catch-up process begins and the reward is the message propagation
distance during each cycle. Each cycle consists of a catch-up phase followed by a forward phase.

It can be shown that

\[
v_p = \frac{E[X_c + X_f]}{E[T_c + T_f]} = \frac{E[X_c] + E[X_f]}{E[T_c] + E[T_f]}
\]

where \( X_c (X_f) \) is the distance traveled during the catch-up (forward) phase and \( T_c (T_f) \) is
the time spent in the catch-up (forward) phase. The details of the computation of the \( E[T_c] \) and
\( E[X_c] \) of the catch up phase and the computation of the \( E[T_f] \) and \( E[X_f] \) are explained in [125].
Using simulation authors have validated the theoretical analysis showing how information propagation speed increases with the increase of traffic density for a specific road. Figure 50 shows their theoretical and simulation results. The vehicle speed range is from 40 Km/h to 70 Km/h and the transmission range is 50 m.

Figure 50: Theoretical and Simulation results of Information Propagation speed on a single lane road

The reason we divide the length $L_{ij}$ of road $h_{ij}$ minus the transmission range $r$, with the average message propagation speed is because in distance $r$ from the intersection $I_j$ information can propagate to a road intersecting $h_{ij}$ on intersection $I_j$. The probability that a message will propagate to the next road in a given time period is calculated in the last loop. This calculation requires the lower bound on the probability of information propagation between two intersecting roads in a given time period. For this calculation we use the transmission probability given by equation (54), which is provided in our research work in chapter 5.
A simple example

For clarity of presentation we provide a simple example, which helps the reader get a better understanding of the method used to derive the Road-Graph and how it looks like given a specific road map. We assume that we are given the road map as depicted in figure 51. The road map comprises of 3 roads and 4 intersections. Road $h_{12}$ starts from intersection $I_1$ and ends on intersection $I_2$. Vehicles arrive on the road from intersection $I_1$ with arrival rate 1200 Veh/h and drive with a constant speed chosen randomly from the range 70 Km/h to 90 Km/h. The length of the road is 18 Km. The other two roads are road $h_{23}$ and road $h_{24}$. The arrival rate, vehicle speed range and length of roads are shown in figure 51. The direction of car movement is defined by the direction of the arrows. Since we consider highways with adjacent roads at their side that can be used by vehicles in order to enter or leave the highway, the sum of the arrival rates of the roads $h_{23}$ and $h_{24}$ does not need to be equal to the arrival rate of $h_{12}$.

Figure 51: Representation of a simple road map with 3 roads and 4 intersections

Following the aforementioned “Construction of the Road-Graph” algorithm, we create the Road-Graph from the road map provided in figure 51. We first create the four nodes, $n_1$, $n_2$, $n_3$, $n_4$ representing the four intersections $I_1$, $I_2$, $I_3$, $I_4$ respectively. Then, for each road in the map
we create an edge in the Road-Graph with the direction as defined by the direction of traffic flow. Thus, we have $e(n_1, n_2), e(n_2, n_3)$ and $e(n_2, n_4)$. According to the algorithm, we proceed to the calculation of the average time needed for the information to propagate along the road based on [125] and we assign this value to the weight of the respective road. Finally, for node $n_2$, which is the only one that has input and output edges, we provide the two functions of time for the computation of a lower bound of the information dissemination probability, from road $h_{1,2}$ to road $h_{2,3}$ and to road $h_{2,4}$. These functions are denoted by $f_{n_1n_2n_3}(t)$ and $f_{n_1n_2n_4}(t)$, respectively, which can be calculated using the equation (40). The analysis and the derivation of equation (40) is presented in section 5. The resulting Road-Graph is shown in figure 52.

![Figure 52: The Road-Graph that corresponds to the road map of figure 51](image)

6.4 Message Delivery Probability

In this paragraph we explain how to calculate the probability that a message, starting from the source area, will be delivered to the target area in a given time period $T$, using the Road-Graph. For simplicity and without loss of generality, we use intersections as source and target areas. We denote by $n_s$ the node of the Road-Graph that corresponds to the source intersection and $n_d$ as the node corresponding to the destination intersection.
Firstly, we need to find the most probable paths from source to destination that the information will follow in order to be delivered. To do so, we find the 10 shortest paths with respect to the weight of the edges, ignoring the time needed for information propagation on intersections. The algorithm we use is described in [38] which enumerates the $k$ shortest simple (loopless) paths in a directed Graph with $n$ nodes and $m$ edges, with time complexity $O(kn(m + n\log n))$ in worst case. Alternatively we could use the algorithm presented in [76] where the authors develop a new algorithm to find the $k$-best (disjoint) paths with complexity $O(n^2)$. The results of such an analysis could be useful when studying disaster scenarios, which involve total loss of a particular path. In such cases a different path with no common edges should be used. Such analysis will be considered in future work.

For the enumeration we only consider the time needed by the message to travel the distance of each road, ignoring the time spent on the intersections. The reason that we choose the 10 shortest paths is that experimental results, which we have run, have shown that investigating the probability of delivery using 10 shortest paths is more than enough to find the path with the highest probability. The paths are sorted starting from the shortest one.

We call $p_q = (n_{q1}, \ldots n_{qm})$ the $q^{th}$ shortest path that joins the source node of the message to the destination node, i.e., $n_{q1}$ is the starting (source) node $n_s$ and $n_{qm}$ is the destination node $n_d$. The number of nodes in the path is $m$ and the number of edges is $m - 1$. We define as $c(p_q)$ the cost of path $p_q$, which is equal to the sum of the weights of the edges of the path. The calculation of the cost of the path does not account for the time spent by the information message to travel between roads on their intersection. In other words, $c(p_q)$ is the average time needed by the information message to travel along the specific path assuming that there are no delays (zero time) in information propagation on intersections. So,
\[ c(p_q) = \sum_{j=1}^{m-1} w(n_{qj}, n_{qj+1}) \]  

(58)

In order to be able to calculate the probability that the message will be delivered using a specific path in the given time period \( T \), the cost of path \( c(p_q) \) must be less than or equal to \( T \). This is because, by definition, \( c(p_q) \) is the average time that a message will spend in order to be delivered, ignoring the time spent on intersections. Otherwise, the average message delivery time will be more than the given time \( T \), even when ignoring intersections that will give a delivery probability equals to zero.

We define as \( t_{pq} \) the extra time that we can distribute to the \( m_q - 2 \) internal intersections of the path \( p_q \) and calculate the probability of each one. The reason we are considering \( m_q - 2 \) intersections is because we do not consider the nodes \( n_1 \) and \( n_{m_q} \), since the former, as source of information, starts to provide the information as soon as there is a vehicle there, and the latter one is the destination node, where information will not need to travel any more. The equation giving \( t_{pq} \) is:

\[ t_{pq} = T - c(p_q) \]  

(59)

In other words, \( t_{pq} \) is the average spare time available to the message in order to reach the destination node, considering that the average time spent on the roads of the path is \( c(p_q) \).

The next step is to find the probability that the information will pass from all internal intersections in the given time \( t_{pq} \). To do so, we must first find the probability of each intersection independently, given the portion of time that we can spend on each one, which is \( \frac{t_{pq}}{m_q-2} \). Then, the overall probability of path \( p_q \) is given by the product of all the probabilities of the internal intersections of the path. So, the message delivery probability using path \( p_q \) denote by \( P_{Del}(p_q) \).
is given by equation:

$$P_{Del}(p_q) = \prod_{j=2}^{m_q-1} f_{j-1,j,j+1}(t_{pq}/(m_q - 2))$$  \hspace{1cm} (60)$$

Finally, once we find the delivery probabilities of the 10 shortest paths, we select the path with the highest delivery probability. So, equation (59) gives the message delivery probability $P_{max}$ from source to destination in the given amount of time $T$.

$$P_{max} = \max_{1 \leq q \leq k} (P_{Del}(p_q))$$  \hspace{1cm} (61)$$

6.5 Real World Example

In this section we apply the proposed methodologies and the obtained theoretical results to a real world example. We consider a section of the highway network in the Los Angeles area, which includes 210 highways. The road map, as obtained from Google Earth [29], is depicted in figure 53.

To characterize the traffic conditions on each highway we use Google Earth to obtain approximations of the traffic density and SIGALERT [105] to obtain average vehicle speeds. We assume that the vehicles can attain speeds between 10 kilometers below the average value and 10 kilometers above the average value.

We follow the algorithm described previously to obtain the desired Road-Graph. For each intersection in the road map we initially create a node on the Road-Graph. Then, for each highway we create a directed, weighted edge following the vehicle driving direction as shown in figure 54. By following loop 3 of the algorithm, for all the edges on the Road-Graph we find the time needed for the information to travel along the corresponding highway and we assign this value to the weight of the edge. Finally, as described in loop 4, for each node $n_i$ and for all pairs of edges
Figure 53: Major highways around the city of Los Angeles

e(n_j, n_i) and e(n_i, n_k) we derive the formula $f_{jik}(t)$, which, given a time period $t$, calculates the probability for the information to be transmitted from highway $h_{ji}$ to highway $h_{ik}$.

Having obtained the Road-Graph (see figure 54), we can now calculate the information delivery probability versus time for any combination of source and destination intersections, using the method described in Section 6.4. We consider five scenarios, which involve different combinations of source and destination nodes that the message has to travel, as shown in figure 54. Three of the cases ($I_{13}(S_1) - I_{53}(D_1)$, $I_{15}(S_2) - I_{51}(D_2)$, $I_{54}(S_3) - I_{12}(D_3)$), which are studied only theoretically, have many intermediate nodes in the paths from source to destination. In addition, the distances of these combinations are comparable to the length of the entire Los Angeles area, which implies that the information traveling time is significant. The other two cases ($I_{15}(S_4) - I_{41}(D_4)$, $I_{3}(S_5) - I_{22}(D_5)$) are studied both theoretically and via simulations, and the results are compared. Due to the high number of traveling vehicles and the long simulation time, the output
In figure 55 we present the probability of message delivery for the first Source-Destination pair, from intersection $I_{13}$ to the destination intersection $I_{53}$.

In this case, the highest delivery probability is provided by the shortest path for all the values of time period $T$. The shortest path is $p_1 : n_{13} - n_{14} - n_{15} - n_{16} - n_{17} - n_{18} - n_{27} - n_{28}$.
Figure 55: Information Delivery Probability versus Time from intersection $I_{13}$ to intersection $I_{53}$

$n_{41} - n_{43} - n_{44} - n_{51} - n_{52} - n_{53}$, with cost $c(p_1)$: 473 sec. The total distance of the path is 180 Km, which implies that the best case average information speed along this path is 1370 Km/h. In figure 55 we also show the message delivery probability along the second and third shortest paths. The figure indicates that for all values of $T$ the highest probability is offered by the shortest path.

The second Source - Destination pair that we consider is from intersection $I_1$ to intersection $I_{51}$. The information delivery probability versus time is presented in figure 56.

Figure 56: Information Delivery Probability versus Time from intersection $I_1$ to intersection $I_{51}$
In this case, the highest probability is not always given by the shortest path. We observe that
the highest probability is given by the shortest path only during simulation time starting from
371 seconds to 490 seconds (period T1). Between 490 seconds and 1200 seconds (period T2)
the highest probability is offered by the fifth shortest path and after 1200 (period T3) seconds
the highest delivery probability is given by the second shortest path. This is possible because the
formula that gives the information propagation probability on intersections does not increase in
the same way for all intersections. The probability strongly depends on traffic conditions of the
intersected highways, especially on the arrival rate of the highway that the information needs to be
transmitted. So, different paths with different intersections will have different increasing modes
of information delivery probability as time period $T$ increases. The first five shortest paths for this
combination of source and destination intersections with their cost, total distance and best case
average message propagation speed are listed below.

1. $p_1 : n_1 - n_2 - n_7 - n_9 - n_{67} - n_{16} - n_{17} - n_{18} - n_{27} - n_{28} - n_{41} - n_{43} - n_{44} - n_{51}$. $c(p_1)$:
365 sec, Total distance: 156 Km, Best case average message propagation speed: 1538 Km/h

2. $p_2 : n_1 - n_2 - n_{11} - n_{14} - n_{15} - n_{16} - n_{17} - n_{18} - n_{27} - n_{28} - n_{41} - n_{43} - n_{44} - n_{51}$. $c(p_2)$:
383 sec, Total distance: 180 Km, Best case average message propagation speed: 1691 Km/h

3. $p_3 : n_1 - n_2 - n_3 - n_7 - n_9 - n_{67} - n_{19} - n_{17} - n_{18} - n_{27} - n_{28} - n_{41} - n_{43} - n_{44} - n_{51}$. $c(p_3)$: 389 sec, Total distance: 155 Km, Best case average message propagation speed:
1434 Km/h.

4. $p_4 : n_1 - n_2 - n_3 - n_7 - n_9 - n_{67} - n_{16} - n_{15} - n_{18} - n_{27} - n_{28} - n_{41} - n_{43} - n_{44} - n_{51}$. $c(p_4)$: 390 sec, Total distance: 162 Km, Best case average message propagation speed:
1495 Km/h.
What is interesting to observe in the quantitative results found above is that an information message may need 6-7 minutes to travel distances of around 150 Km. Even though this may sound a large figure compared to a call using a cell phone, it can be proven crucial in cases of a disaster, where static infrastructure may be destroyed and the mobile telecommunication providers may not be available. In addition, in case of an accident or a catastrophic event, VANETs can send information in the form of video, photos or audio files, offering critical information to the receiver, which might be a police station, a hospital or a fire station.

Even though the field of Vehicular Ad Hoc Networks is widely studied and the concept of proof tests is becoming widely accepted, many years will pass until all vehicles are suitably equipped to participate in VANETs. So, it is very interesting to see how the information delivery probability will behave in more realistic scenarios, where only a portion of vehicles are appropriately equipped to participate in VANETs. In figure 57 we show the information propagation probability versus time for three different percentages of equipped vehicles out of all vehicles traveling on the highways.

We can observe from the figure that the higher the percentage of vehicles that are able to participate in VANETs, the greater the probability of information delivery. That is because having more equipped vehicles in the highways increases the opportunities of information transmission and then increases the speed of message traveling.
Figure 57: Information Delivery Probability versus Time for three different portions of equipped vehicles

6.6 Simulation Validation

In this section we validate our theoretical findings with simulation results obtained using VIS-SIM for the last two Source-Destination pair cases. The topology of the reference model that we use in simulations is shown in figure 54. We assume identical traffic conditions (vehicle arrival rate and vehicle speed range) to the ones used in the previous section. In order to make the simulation more realistic, we assume that not all vehicles are equipped to participate in VANETs. More specifically, we assume that 50% of the vehicles have the appropriate equipment that allows them to participate in VANETs, a situation that is expected to hold in the near future. Since we would like the simulation setup to match as closely as possible the theoretical setup considered in the previous section, in the reference model we ignore the on ramp entries and exits of the considered highways. We assume that all vehicles enter each highway at its beginning and exit the highway at its end. This property can easily be implemented on VISSIM, since VISSIM provides the option of creating highways with their own “Vehicle Input”, independent from other roads.
For each scenario that we consider, we calculate the information delivery probability using frequency measurements over 20 simulation runs with different seed numbers. After 1800 seconds, which are more than enough to allow the system to reach an equilibrium state, we drive the output of the simulator to ascii files. The files generated contain the coordinates of each vehicle in every simulation step. The simulation step is set to 200 ms and we consider data for 1200 sec. Due to the fact that the resulting files are huge (around 2GB each), it is difficult to study the information propagation along long distances involving a big number of vehicles and a number of different roads, as we did in the previous section.

In order to process the resulting files we have developed an application in C++ which calculates the time required by a message to travel from the starting intersection until the destination intersection. The transmission range of each vehicle is constant and set to 250 m for each vehicle. Vehicles which lie within the transmission range can exchange messages. Since the transmission speed is much larger than the vehicle speed (approximately 250 m in 6 ms), we consider the transmission time to be negligible. Furthermore, we assume that any retransmissions do not add significantly to the total times. Therefore we do not use any specific wireless communication model.

To find the information delivery probability in a specific time period we consider the frequency with which the information is successfully delivered over 20 simulation runs. The probability is simply estimated by dividing the number of successes (information to be delivered to the destination) with the number of times we have conducted the simulation given a specific time period $T$.

Next we compare the results obtained using simulations with the theoretical results obtained in the previous section. We consider the scenario where information is delivered from intersections $I_{15}$ to intersection $I_{41}$. In figure 58 we show plots of the maximum information delivery
probability versus the time period when the former is obtained using simulations and when it is
found using equation (61).

The selected path in both cases is the following: $n_{15} - n_{16} - n_{17} - n_{18} - n_{27} - n_{28} - n_{41}$ which
is the shortest path. The total distance of the path is 60 Km and the cost of the path is 295 seconds.

![Information Delivery Probability from Intersection 15 to Intersection 41](image)

Figure 58: Information Delivery Probability versus Time from intersection $I_{15}$ to intersection $I_{41}$

Figure 58 indicates that the theoretical results are very similar to the ones obtained using
simulations. The small deviations observed are probably due to the relatively small number of
simulation runs used to calculate the delivery probability. We observe that the delivery probability
calculated using simulations is nonzero for a subset of the range of time values that the theoretical
probability is equal to zero. This is due to the fact that the weight of each edge represents the av-
erage message propagation time, which implies that in some simulation experiments the reported
propagation time was less than the average.

In figure 59 we compare the theoretical and simulation for a different scenario. We consider
message delivery from intersection $I_{3}$ to intersection $I_{22}$. In a way similar to the previous case, the
maximum probability of information delivery is provided by the shortest path at all time intervals
in both cases. The shortest path is the following: \( n_3 - n_7 - n_9 - n_{21} - n_{20} - n_{22} \). The total distance of the path is 76 Km and the cost of the path is 931 seconds.

![Graph showing delivery probability vs time](image_url)

Figure 59: Information Delivery Probability versus Time from intersection \( I_3 \) to intersection \( I_{22} \)

Again, we observe in figure 59 reasonable agreement between the theoretical and simulation results. Also for the same reasons outlined above, the simulation delivery probability has a nonzero value (between 0 and 0.1) in the time period where the theoretical value is equal to zero.

### 6.7 Conclusions and Sum Up

In this chapter we study the problem of information dissemination in VANETs and we provide a measure of the probability to have the information be delivered to the destination in a given amount of time where no static infrastructure is used. We present a road map modeling that results in the corresponding Road-Graph given the traffic conditions of the roads. Using the resulting Road-Graph we provide the theoretical analysis, calculate the information delivery probability given a period of time on any source destination pair, and we then select the shortest path based on a cost function which assumes the above probability. We validate our results with simulation evaluation using VISSIM. We use close-to-reality traffic conditions from the highways around the
city of Los Angeles and we study the propagation of information between intersections of the highways.
Chapter 7

Conclusions and Future Work

In this chapter we summarize our conclusions and the main contributions of our research. We also provide possible extensions of our work and future research directions in the general area of information dissemination in VANETs.

VANETs constitute an emerging network technology with expected high returns. VANETs can be expected to harness the potential of information and communication technologies to create a safer, smarter and more efficient transportation network. Their gradual deployment is expected to improve the quality of life by improving safety and comfort in driving, while it is also expected to create a new technology market, which promises to attract significant funding and create new job opportunities contributing in economic and social growth. The recently published 802.11p standard supports both vehicle-to-vehicle and vehicle-to-infrastructure communications, allowing the formation of vehicular ad hoc networks, which are envisioned to accommodate the new generation of cooperative safety applications. The range of applications of VANETs goes beyond the safety related ones to include traffic monitoring, platooning, text messaging, distributed passenger teleconferencing, music downloading, roadside e-advertisements etc.
Many of the aforementioned applications in VANETs, especially the safety related ones, set up requirements for information dissemination that are different from conventional networks and are thus difficult to fulfil with existing strategies. Safety applications pose stringent delay requirements on emergency message delivery and address geographical areas in which data needs to be cooperatively collected, distributed and maintained. Design challenges are then posed by the variable node density along the transportation network, the high mobility, the confined but often unpredictable movement, and the unreliable radio channel. Variations in road traffic density are of particular importance, as low vehicle traffic densities cause the network to become intermittently connected, whereas high vehicle traffic densities lead to excessive contention. These phenomena significantly degrade the performance of data dissemination strategies whether these are routing protocols or broadcast-based schemes.

In this thesis we address the information dissemination problem in VANETs with particular interest in information hovering, broadcast schemes and routing without the necessity for roadside units. We propose new protocols and methods that overcome the design challenges outlined above. Since the system is highly stochastic in nature, our approaches are based on probabilistic methods.

We first consider the information hovering problem in VANETs and propose a traffic aware information hovering protocol that is successful in achieving a high percentage of vehicles receiving the relevant message while at the same time reducing the number of exchanged messages. Information Hovering is a new concept of information dissemination over a mobile set of peers. It naturally applies in many applications in VANETs, where useful information needs to be made available to all vehicles within a confined geographical area for a specific time interval. A straightforward approach is to have all vehicles within the hovering area exchange messages with each other. However, this method does not guarantee that all vehicles within the hovering area will receive the message, because of potential partitioning of the network, especially in areas with
low traffic density and/or low market penetration rate. To alleviate this problem in this work we propose a scheme based on the application of epidemic routing within the hovering area and probabilistic flooding outside the hovering area. Informed vehicles outside the area can serve as information bridges towards partitioned uninformed areas, thus leading to high reachability.

The design methodology has been mainly simulative, and a major challenge in the overall procedure has been the design of the rebroadcast probability function for the probabilistic flooding scheme. Among a number of candidate functions, we choose the one yielding superior performance and we tune its parameters taking advantage of phase transition phenomena, which are typical in probabilistic flooding schemes [61]. A unique feature of the proposed protocol is that it is adaptive, in the sense that the rebroadcast probability outside the hovering area is adaptively regulated based on estimates of the vehicle density within the hovering area. Estimates of the vehicle density within the hovering area are obtained using measurements of the number of neighbors of each vehicle. The formula relating the two quantities is derived using a simple model of the transportation network within the hovering area. We demonstrate through simulations that the proposed scheme is successful in satisfying the design objectives and outperforms other candidate hovering protocols such as epidemic routing in the entire network, epidemic routing in the hovering area only and the scheme proposed in [37]. We also demonstrate that if we utilize the same design methodology to render the protocol proposed in [37] adaptive, its performance becomes comparable to the performance of the scheme proposed in this work. Thus, our contribution goes beyond the proposal of a specific information hovering protocol and extends to the introduction of a design procedure that can be used to design a class of density adaptive hovering protocols.

Next, we demonstrate the universality of the proposed information hovering protocol and its applicability in areas beyond the Vehicular Networking field, by integrating it in a Push based wireless broadcast system as a load offloading tool. The combination of wireless broadcasting
and information hovering is shown to significantly decrease the mean waiting times of clients in various wireless data broadcasting scenarios. In this setup the system’s architecture typically considers a large number of clients dispersed over an area covered by a single wireless system. The clients are interested in a common set of data, albeit with varying individual preferences. A central authority creates a common data broadcast schedule and transmits it over the covered area. The central authority is more or less initially unaware of the popularity of each data item. This knowledge is acquired gradually, typically through a lightweight, client feedback mechanism, and the schedule is adapted accordingly. This technique is typically applied to Instant Messaging Services, Tweets and audio-video broadcasting (e.g. DVB/H, DAB+).

In order to be able to reduce the mean waiting time, we present a novel, MANET-oriented merging of wireless broadcasting and information hovering. The logic of the merge follows the fact that any wireless broadcast system is typically assigned bandwidth that is inversely proportional to its area of coverage. Thus, in order for it to achieve adequate mean waiting times, a portion of the data dissemination task can be offloaded to a local hovering scheme. The number of items to be offloaded is analytically evaluated. Simulation under realistic conditions yielded performance superior to individual solution-exclusive approaches, in all cases. It is worth noting that addressing the last problem using the proposed information hovering scheme highlights the generality of the proposed methodology.

Finally, we address the information routing problem in VANETs and utilize a simple mathematical model to find analytically lower bounds on the probability of information propagation on intersections. The probability, as expected, is found to depend heavily on the traffic state in the vicinity of the intersection. The derived result is interesting and significant in its own respect, but may also constitute a first step in developing a traffic-aware routing protocol. The probability of successful information delivery along a straight line road has been derived analytically in the
literature. Combining the latter with the result obtained in this thesis, one can find the probability of successful information delivery along any route in a city map. Such a probability can be used as a cost measure for the specific route in a graph theoretic formulation of the routing problem. Solutions of the routing problem are readily available in the literature, and one can then use such solutions as a baseline to develop traffic aware routing protocols for VANETs. In this thesis we adopt the aforementioned approach and examine whether the information propagation probability on intersections derived in this work combined with the information propagation probability along a straight line road can yield a formula that gives the probability to deliver messages to a specific area in a certain amount of time and in a setting where no static infrastructure is used. We use graph theoretical approach where we model the road map and the traffic characteristics using a directed weighted graph, which we refer to as the Road-Graph. We use the Road-Graph to calculate the probability of disseminating information along any given path and in a specific amount of time. So, for any two points on the Road-Graph we can find the path with the maximum probability of successful information delivery in the chosen time interval. This information is of great significance, since it can be utilized by routing protocols to optimally route packets in the vehicular network. We validate our analytical findings by comparing them with data obtained using VISSIM.

As indicated above, in this thesis we address several aspects of the information dissemination problem in VANETs and we propose a number of solutions based on probabilistic methods. Our work is significant in that it offers practical solutions to a number of open problems in VANETs, but it also demonstrates the potential of these probabilistic methods in developing effective solutions for a variety of problems. Below we list our main contributions:

1. We develop a new hovering scheme which is successful in accomplishing its design objectives as it achieves high reachability, while at the same time alleviating the broadcast
storm problem by reducing the number of exchanged messages. In order to allow message delivery in case of partitioned hovering areas we allow message dissemination outside the hovering area. For alleviating the broadcast storm problem, the protocol employs epidemic routing within the hovering area and probabilistic flooding outside the hovering area. A unique feature of the protocol is that it is traffic-adaptive, in the sense that the rebroadcast probability is calculated based on estimates of the vehicle density inside the hovering area, which are in turn is based on estimates of the average number of neighbors.

2. We utilize a simple model of the roadway topology to develop a formula that estimates the average vehicle density within the hovering area based on measurements of the average number of neighbors readily available to each node using a beaconing method. The theoretical result is validated using simulations.

3. The methodology used to design the rebroadcast probability function is based on the existence of phase transition phenomena, which are typical when using probabilistic flooding outside the hovering area. In this thesis we verify the existence of phase transition phenomena using simulations. When utilizing probabilistic flooding, we observe that, as the rebroadcast probability increases, the reachability remains low until a critical value is reached beyond which the reachability attains a relatively high value. We thus identify a phase of low reachability and a phase of high reachability. The probability at which the transition takes place depends on the traffic state in the area of interest.

4. For comparison purposes, in this thesis we design an alternative traffic adaptive hovering scheme, which attempts to alleviate the low reachability problem in cases of low traffic density, by extending the area in which epidemic routing is allowed beyond the hovering area. The vehicles outside the hovering that can participate in the message exchange process
serve as information bridges towards the partitioned uninformed areas. The size of the extended hovering area is adaptive, in the sense that it changes based on estimates of the traffic density. In addition, the design procedure has been the same with the procedure adopted to design the proposed hovering scheme that applies probabilistic flooding outside the hovering area. Comparing the extended area approach and the probabilistic approach we observe very similar behavior. So, our contribution goes beyond the proposition of a new hovering scheme and includes the proposition of a new design methodology, which can yield a class of information hovering schemes with similar characteristics.

5. We present a novel MANET-oriented merging of wireless broadcasting and information hovering. The logic of the merge follows the fact that any wireless broadcast system is typically assigned bandwidth that is inversely proportional to its area of coverage. Thus, in order for the system to achieve adequate mean waiting times, a portion of the data dissemination task can be offloaded to a local hovering scheme. The number of items to be offloaded is defined heuristically. Two cooperation schemes are proposed, targeting solely mean waiting time (MWT) minimization and MWT-hovering bandwidth conservation balancing respectively. Simulation under realistic conditions yielded performance superior to stand-alone approaches, in all cases. It is worth noting that addressing the last problem using the proposed information hovering scheme highlights the generality of the proposed methodology.

6. We use a simple model of the roadway network to develop a lower bound on the probability to propagate information along an intersection. This lower bound depends heavily on the traffic state and is validated using simulations. The result is important as it can be used in the development of traffic aware routing protocols.
7. We formulate the routing problem in VANETs using a graph theoretic approach and for a specific route we find analytically the probability of successful information delivery in a specific amount of time. We use this probability to find the optimal route which maximizes the probability of information delivery. Our analytical findings are again validated using simulations. The simulations are conducted on the VISSIM simulator and the reference model constitutes a section of the freeway system in the Los Angeles Area.

The aforementioned contributions open new avenues of research activity pertinent to the analyzed subjects. Our future plans include:

1. The approach adopted to design the information hovering protocol has been mainly simulative. Despite the successful application of this approach, there is still a great need to support these findings with analytical results. The design of protocols with analytically verifiable properties prior to implementation is in many cases a big engineering challenge. Thus, our objective is to consider simple mathematical models of the roadway topology to derive analytical results which support our simulative findings. We aim at formulating the reachability problem as a connectivity problem in a graph theoretic framework and calculating the probability of all vehicles receiving the relevant message as a function of the rebroadcast probability. Based on this analysis we aim at identifying phase transition phenomena typical when using probabilistic flooding.

2. For the information hovering protocol we calculate the rebroadcast probability function outside the hovering area based on only two criteria: traffic density and distance from the hovering area. By adding more input variables to the rebroadcast probability function, we can improve both the reachability and the number of messages exchanged. An example of
such an input variable is the driving direction of the vehicle. Vehicles moving towards the hovering area should have higher rebroadcast probability than the ones moving away.

Another input variable can be the road topology around the hovering area. The road topology can be used to build rules to decide the rebroadcast probability. For example, if there are few number of road sections around the hovering area then the probability should be larger than the case of many road sections around the area.

The hovering protocol can be further enhanced by more simple and efficient estimates of the traffic density. For example, in highway settings, the speed can be used to estimate the traffic density [81]. Such approaches can be tested in the future and different estimation schemes for in-city streets can also be investigated.

In this thesis we develop a solution to the problem of low reachability in cases of low traffic density in the hovering area. The protocol does not account for the cases of high traffic density within the hovering area. If epidemic routing is used then the broadcast storm problem can lead to low latency of message delivery. A number of techniques have been proposed in literature to alleviate this problem. Such techniques can be integrated in the proposed solution and the evaluation of the resulting protocol will be the topic of future research.

3. In an environment with a Push Server we can utilize VANETs to improve mean waiting times. We can also use VANETs to have informed vehicles outside the transmission range of the Push Server. Moreover, message exchange outside the range can be intelligently selected, so that further reductions in mean waiting times can be achieved. Several intelligent rules can be considered and their impact on the overall system performance can be evaluated.
4. Lower bounds on the information propagation probability on intersections are important since they can be combined with information propagation probability results along a straight line road to derive cost metrics in a graph theoretic formulation of the routing problem in VANETs. Such metrics are vital in the development of a traffic adaptive routing scheme. Despite having obtained such cost metrics in this thesis, our next objective is to improve these metrics by improving the underlying models on which the analytical results are based. By reducing the underlying assumptions and making these models more realistic, one can develop routing protocols with improved properties. Towards this end we aim at extending the roadway models to include two-way roads with reverse traffic. Such model extensions can significantly affect the complexity of the analysis, but will lead to more realistic results. Our initial objective is to pursue formulas that can be used to calculate the probability of successful information delivery along a straight line road when this straight line road consists of two lines and accounts for reverse traffic on one lane.

5. The analysis presented in this thesis and the extensions mentioned above aim at deriving link cost metrics in a graph theoretic formulation of the routing problem in VANETs. The next step is to finalize this formulation and derive routing algorithms that solve the considered problem. In addition, the derived routing algorithms can be used as a baseline to develop new routing algorithms for VANETs. Our objective is to derive such routing algorithms and protocols. We aim at deriving routing protocols that are traffic adaptive and take routing decisions that maximize the probability of successful information delivery from source to destination. Both distance vector and link state algorithms will be investigated, though distance vector algorithms are more attractive due to their decentralized nature and the smaller communication burden that they impose in the network. In such a distance vector approach
intersections will serve as the nodes, and the roads connecting these intersections will serve as the links. Intersections will maintain states regarding their traffic and that of their neighbors. This information will be exchanged periodically between the nodes. These states will be maintained at each intersection either using static infrastructure or using the proposed information hovering scheme. The information exchange protocol between the intersections will also be investigated. These are some early ideas which will constitute the basis of future research pertinent to routing protocol design.

Having demonstrated the applicability of the proposed information hovering protocol in areas beyond the Vehicular networking field by successfully integrating it in a wireless broadcast scheme, our future work will investigate further applications of the information hovering protocol in other areas such as cloud computing, mobile cloud and the Boomerang Protocol.

In recent years, “cloud computing” has emerged as an important trend in information technology. The US National Institute of Standards and Technology (NIST) defines cloud computing as a model for enabling convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. Cloud computing is still an evolving paradigm and covers a large ecosystem of many models, vendors, and market niches, according to NIST [39].

Mobile cloud computing is the usage of cloud computing in combination with mobile devices. Cloud computing exists when tasks and data are kept on the Internet rather than on individual devices, providing on-demand access. Applications are run on a remote server and then sent to the user. Because of the advanced improvement in mobile browsers over the past couple of years, nearly every mobile should have a suitable browser. With cloud computing, developers with innovative ideas for new Internet applications and services are no longer required to have large
capital outlays in hardware to deploy their service or, more importantly, the human expense to operate it. They also do need to be concerned about over-provisioning for services with popularity that does not meet their predictions and the market analysis, thus wasting costly resources, or under-provisioning for one that becomes wildly popular missing potential customers and revenue.

The applicability of mobile cloud computing in VANETs is a new research area presented in [89] and described in more details in [88]. The huge fleet of energy-sufficient vehicles that criss-cross our roadways, airways, and waterways, featuring substantial on-board computational, storage, and sensing capabilities can be thought of as a huge farm of computers on the move. These attributes make vehicles ideal candidates for nodes in a cloud. Indeed, the owner of a vehicle may decide to rent out their in-vehicle capabilities on demand, or a per instance, or a per-day, per-week or per-month basis, just as owners of large computing facilities find it economically appealing to rent out excess capacity to seek pecuniary advantages.

Furthermore, vehicles perform increasingly more complex data collection through a variety of sensors and data processing such as: road alarms (pedestrian crossing, electronic brake lights, etc), cooperative content downloading via P2P car-torrent, urban surveillance (video, mechanical, chemical sensors), road mapping via “crowd sourcing”, accident and crime witnessing (for forensic investigations). Uploading this vast amount of data on the Internet for further processing is extremely expensive due to scarce resources. This necessitates the deployment of a new network and computing paradigm widely known as vehicular cloud computing. Instead of uploading the data and on the Internet it is kept and processed in a local vehicle cloud. As opposed to Internet clouds, vehicular clouds are mainly location relevant [27].

Authors believe it is only a matter of time before the huge vehicular fleets on our roadways, streets and parking lots will be recognized as an abundant and underutilized computational resource that can be tapped into for the purpose of providing third-party or community services.
However, what distinguishes vehicles from standard nodes in a conventional cloud is autonomy and mobility. Indeed, large numbers of vehicles spend substantial amounts of time on the road and may be involved in dynamically changing situations. Thus, vehicles have the potential to cooperatively solve problems that would take a centralized system an inordinate amount of time, rendering the solution useless. We aim at addressing these issues in the future and propose solutions guided by the methods and algorithms proposed in this thesis.

Another research area that we aim to investigate is related to the Boomerang Protocol. In 2011 the Boomerang Protocol [107] was introduced, which can efficiently retain information at a particular geographic location in a sparse network to highly mobile nodes without using infrastructure. The protocol first allows a mobile node to carry packets away from their location of origin and periodically returns them to the anchor location. A unique feature of this protocol is that it records the geographical trajectory while moving away from the origin and exploits the recorded trajectory to optimize the return path. This feature can be utilized by our proposed hovering protocol to improve performance both by increasing reachability and decreasing the number of message exchanged, even with a small tradeoff in increasing the computational complexity.
Appendix A

VISSIM is a widely used microscopic multi-modal traffic flow simulation software. It can analyze private and public transport operations under constraints such as lane configuration, traffic composition, traffic signals, PT stops, etc., thus making it a useful tool for the evaluation of various alternatives based on transportation engineering and planning measures of effectiveness. VISSIM can be applied as a useful tool in a variety of transportation problem settings. The following list provides a selective overview of previous applications of VISSIM:

- Development, evaluation and fine-tuning of signal priority logic: VISSIM can use various types of signal control logic. In addition to the built-in fixed-time functionality there are several vehicle-actuated signal controls identical to signal control software packages installed in the field. In VISSIM some of them are built-in, some can be docked using add-ons and others can be simulated through the external signal state generator (VAP) that allows the design of user-defined signal control logic. Thus virtually every signal control can be modeled and simulated within VISSIM if either the controller details are available or there is a direct VISSIM interface available (e.g. VS-PLUS).
- Evaluation and optimization of traffic operations in a combined network of coordinated and actuated traffic signals.
- Feasibility and traffic impact studies of integrating light rail into urban street networks.
- Analysis of slow speed weaving and merging areas.
- Easy comparison of design alternatives including signalized and stop sign controlled intersections, roundabouts and grade separated interchanges.
- Capacity and operations analyses of complex station layouts for light rail and bus systems have been analyzed with VISSIM.
- Preferential treatment solutions for buses (e.g. queue jumps, curb extensions, bus-only lanes) have been evaluated with VISSIM.
- With its built-in Dynamic Assignment model, VISSIM can answer route choice dependent questions such as the impacts of variable message signs or the potential for traffic diversion into neighborhoods for networks up to the size of medium sized cities.
- Modeling and simulating flows of pedestrians - in streets and buildings - allow for a wide range of new applications. VISSIM can also simulate and visualize the interactions between road traffic and pedestrians.

The accuracy of a traffic simulation model is mainly dependent on the quality of the vehicle modeling, e.g. the methodology of moving vehicles through the network. In contrast to less complex models using constant speeds and deterministic car following logic, VISSIM uses the psycho-physical driver behavior model developed by WIEDEMANN (1974). The basic concept of this model is that the driver of a faster moving vehicle starts to decelerate as he/she reaches
his/her individual perception threshold to a slower moving vehicle. Since he/she cannot exactly determine the speed of that vehicle, his/her speed will fall below that vehicle's speed until he/she starts to slightly accelerate again after reaching another perception threshold. This results in an iterative process of acceleration and deceleration. Stochastic distributions of speed and spacing thresholds replicate individual driver behavior characteristics. The model has been calibrated through multiple field measurements at the Technical University of Karlsruhe, Germany. Periodical field measurements and their resulting updates of model parameters ensure that changes in driver behavior and vehicle improvements are accounted for. VISSIM's traffic simulator not only allows drivers on multiple lane roadways to react to preceding vehicles (4 by default), but also neighboring vehicles on the adjacent travel lanes are taken into account. Furthermore, approaching a traffic signal results in a higher alertness for drivers at a distance of 100 meters in front of the stop line. VISSIM simulates the traffic flow by moving “driver-vehicle-units” through a network. Every driver with his/her specific behavior characteristics is assigned to a specific vehicle. As a consequence, the driving behavior corresponds to the technical capabilities of his/her vehicle. Attributes characterizing each driver-vehicle unit can be discriminated into three categories:

- Technical specification of the vehicle, for example:
  - Length
  - Maximum speed
  - Potential acceleration
  - Actual position in the network
  - Actual speed and acceleration

- Behavior of driver-vehicle units, for example:
  - Psycho-physical sensitivity thresholds of the driver (ability to estimate, aggressiveness)
  - Memory of the driver
  - Acceleration based on current speed and the drivers desired speed

- Interdependence of driver-vehicle units, such as:
  - Reference to leading and following vehicles on own and adjacent travel lanes
  - Reference to current link and next intersection
  - Reference to next traffic signal
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